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Summary

Objective. This paper presents Visual MRI, an innovative tool for the magnetic

resonance imaging (MRI) analysis of tumoral tissues. The main goal of the analysis

is to separate each magnetic resonance image in meaningful clusters, highlighting

zones which are more probably related with the cancer evolution. Such non-invasive

analysis serves to address novel cancer treatments, resulting in a less destabilizing

and more effective type of therapy than the chemotherapy-based ones. The advance-

ments brought by Visual MRI are two: first, it is an integration of effective infor-
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mation visualization (IV) techniques into a clustering framework, which separates

each MRI image in a set of informative clusters; the second improvement relies

in the clustering framework itself, which is derived from a recently re-discovered

non-parametric grouping strategy, i.e., the mean shift.

Methodology. The proposed methodology merges visualization methods and data

mining techniques, providing a computational framework that allows the physician

to move effectively from the MRI image to the images displaying the derived pa-

rameter space. An unsupervised non-parametric clustering algorithm, derived from

the mean shift paradigm, and called MRI-mean shift, is the novel data mining

technique proposed here. The main underlying idea of such approach is that the

parameter space is regarded as an empirical probability density function to esti-

mate: the possible separate modes and their attraction basins represent separated

clusters. The mean shift algorithm needs sensibility threshold values to being set,

which could lead to highly different segmentation results. Usually, these values are

set by hands. Here, with the MRI-mean shift algorithm, we propose a strategy based

on a structured optimality criterion which faces effectively this issue, resulting in

a completely unsupervised clustering framework. A Linked Brushing visualization

technique is then used for representing clusters on the parameter space and on the

MRI image, where physicians can observe further anatomical details. In order to

allow the physician to easily use all the analysis and visualization tools, a visual in-

terface has been designed and implemented, resulting in a computational framework

susceptible of evaluation and testing by physicians.

Results. Visual MRI has been adopted by physicians in a real clinical research

setting. To describe the main features of the system, some examples of usage on

real cases are shown, following step by step all the actions scientists can do on an

MRI image. To assess the contribution of Visual MRI given to the research setting,

a validation of the clustering results in a medical sense has been carried out.
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Conclusions. From a general point of view, the two main objectives reached in

this paper are: 1) merging information visualization and data mining approaches to

support clinical research, 2) proposing an effective and fully automated clustering

technique. More particularly, a new application for MRI data analysis, named Visual

MRI, is proposed, aiming at improving the support of medical researchers in the

context of cancer therapy; moreover, a non parametric technique for cluster analysis,

named MRI-mean shift, has been drawn. The results show the effectiveness and the

efficacy of the proposed application.

Key words: Information Visualization, Non-parametric Clustering, Magnetic

Resonance Imaging, Mean Shift, Linked Brushing, Visual Mining, Dynamic

Contrast Enhancement Magnetic Resonance Imaging (DCE-MRI), Cancer

Therapy.

1 Introduction

The research interest on visualization and analysis of multidimensional data

has grown rapidly during the last decade [1–4]. Focusing on medical appli-

cations, several activities require the visual investigation and analysis of im-

ages, video, and graphs [5, 6]. For this reason, human computer interaction

and information visualization (IV) [3] methodologies have been proven to be

very useful in supporting physicians in decision-based activities, such as those

related to diagnoses and therapies. Furthermore, when dealing with a huge

amount of data, automatic techniques for the reduction and simplification of

the given data set as well as for the recognition of relevant patterns are needed:

several kinds of data mining (DM) techniques have been proposed to deal with

∗ Corresponding author: tel. +39-045-8027988, fax +39-045-8027068
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this issue, even in medical domains [7, 8].

Even though IV and DM are often considered two distinct research areas, their

components could have complementary and synergic roles inside the same ap-

plication, as highlighted in [6]. Indeed, from one side, effective interaction

paradigms could allow the user to detect what would pass unnoticed through

automatic systems: this research direction has been called Visual Data Min-

ing [9] and has been considered even in the medical domain, as for example

in [10]. On the other side, the proper visual representation of what has been

discovered by data mining techniques could allow physicians to have a more

accurate and exhaustive comprehension of the considered clinical problem.

Although several examples of either visualization [11–15] or analysis of medical

images [16–18] have been proposed in literature, at the best of our knowledge,

few work concerned with the integration of these two approaches.

With respect to this scenario, in this paper we specifically aim at integrating

the use of IV techniques and clustering algorithms for the analysis of MRI

data sets. The proposed work has been developed in the context of cancer

research and, specifically, in testing antiangiogenic drugs. Differently from tra-

ditional therapies, antiangiogenic drugs are not directed against tumor cells,

but against tumor vasculature. Preclinical and clinical evaluation of the effi-

cacy of antiangiogenic compounds arises new problems to researchers because

the traditional criterion for assessing the response of a tumor to a treatment,

based on the measurement of tumor size reduction, is no longer valid [19].

Actually, the antiangiogenic efficacy is not necessarily accompanied by the

tumor size regression. For this reason, testing of antiangiogenic compounds

requires imaging methods that can detect vascular alteration. Dynamic Con-
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trast Enhanced MRI (DCE-MRI) techniques play a relevant role in this field

[19, 20]. DCE-MRI with macromolecular contrast agents has been used to

measure characteristics of tumor microvessels such as transendothelial perme-

ability (kPS) and fractional plasma volume (fPV) that are accepted surrogate

markers of tumor angiogenesis [19].

In order to improve the analysis of such kind of data, an efficient and effec-

tive visual application, named Visual MRI, has been designed and developed,

considering the main IV criteria and methodologies. Moreover, a novel un-

supervised cluster analysis on kPS and fPV parameter spaces and on the

tumor area topology (i.e., the image space) has been introduced, based on a

non-parametric approach, named mean shift (MS) [21]; the leading idea is to

create clusters composed by similar values of kPS and fPV, located in well

defined areas in the MRI image space. The main underlying principle of MS

is that the data space is regarded as an empirical probability density function

to estimate. The MS procedure operates by shifting a fixed size estimation

window, i.e. the kernel, from each data point towards a local mode, denoted,

roughly speaking, as a high concentration of points. Points converging to the

same mode are considered as belonging to the same region or cluster. Despite

the quality of the obtained results shown in literature, it has to be pointed out

that mean shift clustering relies on the tuning of several parameters, where a

kernel is empirically specified. In general, the kernel is specified by the shape

and the bandwidth values [21]: the former describes how strongly points are

considered in the mode seeking procedure, while the latter defines the level

of detail of the analysis. Large bandwidths lead to global but coarse separa-

tions, whereas small bandwidths better identify local modes, however risking

over-partition.
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In this paper, we introduce a robust automatic strategy that avoids any para-

meter setting, leading to a completely unsupervised segmentation procedure,

named MRI-mean shift (MRI-MS). Furthermore, this permits Visual MRI

to provide an effective and seamless integration among the visual interface

and the clustering framework: in particular, a switch between the MRI image

space and the parameter space is performed via linked brushing visualization

methods. This makes easy understanding the nature of a cluster, observing its

points in both the spaces. This investigation approach has been revealed to

be particular useful for understanding the relationship between kPS and fPV

parameters on some particular tumoral regions.

The rest of the paper is organized as follows. In Section 2 some basic concepts

of IV are introduced, followed by discussions about the main IV approaches

for MRI data and the main existing techniques for MRI data analysis. Section

3 gives details on the experimental data used in this work, highlighting also

how kPS and fPV parameters are organized for the proposed application.

The cluster analysis performed through MRI-mean shift is fully explained in

Section 4. In Section 5 the methodological and design aspects of Visual MRI

are described. Examples of real use of Visual MRI are reported in Section 6

and, finally, conclusions are drawn in Section 7.

2 Background and related work

In the following, we will briefly summarize the IV principles, the application

of IV in medicine, and the state of the art of the MRI data analysis.
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2.1 Information Visualization

Graphical tools for visualizing data or knowledge are very useful for human

perception [3]. In fact, by using graphical aids, people are able to overcome the

natural challenges that are involved in the cognitive process [22]. In order to

design and develop an effective IV framework, the visualization process needs

to be carefully defined. It involves the stages from raw data transformation to

visual and interactive representation. In particular, the visualization process

is defined by data transformation, visual mapping and view transformation.

Data transformation. Raw data are transformed into data tables by carry-

ing out some data processing techniques such as data set reduction, parameter

computation, feature extraction, and so on. It is important to distinguish be-

tween physical and non-physical data. The first ones are spatially and tempo-

rally well defined. The latter ones are more general and need to be visualized

through more complex representations.

Visual mapping. Transformed data need to be represented by effective vi-

sual structures. This phase is called visual mapping. Visual structures are

characterized by the following components:

• spatial substrate: it defines how the space is organized into the visual

representation. The space is described in terms of axes and their properties.

Some elementary types of axes are: unstructured axis, nominal axis, ordinal

axis and quantitative axis [3].

• graphical objects or marks: they are the basic components, such as

points, lines, areas, volumes, of visual structures . Marks are characterized

by mark properties, which influence the human perception. A typical exam-
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ple of such properties are the so called retina properties : position, dimension,

orientation, color, texture, and shape.

• connection and enclosure: they are visual components representing the

relationship among the data appearing in the visual representation. They

can evidence dynamic flows, tree or graph connections, logical sequences,

and so on. A particular case of data relationship is given by the temporal

connection.

An effective visual mapping consists of defining appropriate visual structures

according to a specific application domain. In particular, data must be pre-

served and the visual representation must not lead to ambiguous interpreta-

tion.

View transformations. View transformations interactively modify and aug-

ment visual structures by establishing graphical parameters in order to im-

prove the perception of the analyzed data. Some typical view transformations

are:

• location probes: they allow the visualization of additional information by

using some location in the visual structure. Typically, a details on demand

approach is defined by displaying pop-up windows or hierarchical menu. An

effective example of location probe is linked brushing, i.e., the cursor passing

over one location creates visual effects to other markers [9]. In more details,

a selection done in one view should be visible in another view, regardless

the different dimensions that may be shown.

• viewpoint controls: they allow the change of the viewpoint, for magni-

fying visual structures and making details more visible. Commonly, affine

transformations are introduced such as zooming, pan, and clipping the view-
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point.

• distortion: it allows one to modify the physical properties of visual struc-

tures by creating focus-and-context views. Overview and details are com-

bined into a single visual structure.

2.2 IV in medicine

The main IV applications in medicine focus on effective data exploration [11],

advanced rendering techniques [12], or immersive environments [13–15].

In [11], the authors propose an effective toolkit for the exploration of tomo-

graphic medical images on a computer screen by carefully designing three as-

pects: control, navigation, and details in context. Control provides the ability

to interactively create user-defined image groups and to control group location,

visibility, and display size. Navigation provides the capability of locating and

relocating images. Details-in-context allows one to view one or more images

up close while still viewing the remaining images.

In [12], a new medical volume rendering approach has been introduced for

the clinical task of stenosis assessment. The authors have proposed to convey

the uncertainty of the tissue classification in MR angiographies by animation

methods. A probabilistic transfer function is defined which allows for direct

user interaction with the classification. The rendering is animated by sampling

the probability domain over time, which results in varying appearance for

uncertain regions.

In [13, 14], Sorensen et al. have developed an interactive virtual reality vi-

sualization of cardiac magnetic resonance data allowing the surgeon and the
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cardiologist to examine the heart in a 3D environment. The system is meant

to give clinicians a better understanding of the patient’s cardiac morphology,

thus helping in the planning of cardiac interventions. In [15], the authors have

proposed a method for fast and efficient analysis of dynamic MR image series

of the female breast. A multidimensional real-time visualization system has

been developed to display morphological and functional tissue information si-

multaneously by superimposing the computed functional tissue parameters on

the anatomical information.

2.3 MRI data analysis

As for DM techniques applied to MRI data, several work has been done, es-

pecially for MRI clustering, as in [16–18] to mention some proposals. Most

proposed methods are based on the K-Means algorithm [7]. In [16], a quan-

titative comparison of MRI cluster analysis techniques has been performed

and described. With respect to the proposed evaluation, results clearly shown

that methods based on the neural gas algorithm [23] and on the K-Means one

perform significantly better than all the other methods.

In [17, 18], variants of the K-Means have been introduced to the medical

domain, based on the so called fuzzy C-Means(FCM) [23] technique. In par-

ticular, the FCM takes advantages from fuzzy logic algorithms to enhance

clustering performances by allowing pixels to belong to multiple clusters with

varying degrees of memberships. In [17], the clustering of MRI time series has

been performed for the identification and separation of artifacts as well as for

the quantification of expected novel information on brain activities. In [18]

the authors focused on the methodological aspect of FCM by improving the
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computation of the distance function which measures the similarity among

voxels. The proposed approach has been tested for MRI-brain segmentation

using both synthetic and real data.

However, as a matter of fact, K-Means (and in general, K-Means-like algo-

rithms) is proven to be effective only in case of spherical Gaussian-shaped

clusters; moreover, it requires that the number of clusters in the data must be

specified a priori. While the X-Means approach solves the issue related to the

specification of the number of clusters [24], the assumed shape of clusters still

remains an open issue.

It is worth to note that in general all the methods presented above implicitly

assume a given cluster geometry, which makes them unable to handle more

complex or variable feature spaces. As a valid alternative, a clustering strategy

which does not constrain the shape of clusters is built upon the mean shift

(MS) paradigm [21]. This is an iterative technique which estimates the local

modes of the multivariate distribution underlying the feature space, using a

kernel function to locally analyze the data. The number of clusters is obtained

automatically by finding the centers of the densest regions in the space, and

the shape of clusters is obtained by calculating the basins of attraction of each

mode.

In general, the kernel function is specified by the profile and the bandwidth

values: the former describes how strongly the points are considered in the

mode seeking procedure, and the latter defines the level of granularity of the

analysis. Usually, the most used kernel shape is the Epanechnikov kernel [25],

which ensures the finite convergency of the MS procedure. For what concerns

the kernel width parameter, few strategies are present in literature that auto-
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matically find an optimal width parameter. The most recent and used strate-

gies are reported in [25], but the underlying hypothesis is that data are locally

organized as multidimensional Gaussian distributions. Other techniques find

optimal bandwidth values under the constraint that the input domain is one-

dimensional, or composed by independent one-dimensional subdomains. As we

will see in the following, this strategy can be partially applied to our problem.

More complex techniques have been proposed in [26–28] for DCE-MRI data

analysis which are based on the learning by example paradigm [7, 23], that

requires the user to specify manually the labels of a set of samples (i.e., the

training set). In [26], an artificial neural network (ANN) architecture has been

introduced for breast cancer analysis which combines unsupervised and super-

vised techniques for voxel-by-voxel classification of kinetic signals. In partic-

ular, malignant, benign, and normal voxels can be discriminated from a set

of labeled examples without requiring the radiologists to define a mathemati-

cal model of the measured signals or of the underlying physiological process.

In [27], the authors have focused on the same medical problem and proposed

an evaluation of radiological features for tumors classification by exploiting

several machine learning methods. In particular, they exhaustively evaluated

both morphological and kinetic attributes of DCE-MRI signals. In [28], the

authors have proposed to project the multidimensional DCE-MRI signal space

of breast cancer data into a subspace of lower dimension, in order to obtain

a more compact representation of the source data. The visualization of such

data projection allows the users to improve the visual data exploration with

regard to the differentiations between benign and malignant lesions.
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3 Structuring the DCE-MRI data set for IV and DM

Aim of considered DCE-MRI experiments is to determine in a non-invasive

fashion the fractional plasma volume (f PV) of tumor tissue and the endothe-

lial permeability (kPS) of tumor vasculature, which are accepted surrogate

markers of angiogenesis.

HT-29 human colon carcinoma fragments were implanted subcutaneously in

the flank of 10 nude mice weighing approximately 25 g. Animals were inserted

in the study when the tumors reached a weight of approximately 500 mg as

estimated by calliper measurements of tumor diameters [20].

DCE-MRI experiments were performed by acquiring a series of MR images

before and at different time points after the injection of the contrast agent,

Gd-DTPA-albumin [29]. A total of 24 images were acquired (covering a time

interval of 53 min). The contrast agent was administered in bolus during the

time interval between the first and the second image. The plasma kinetic of Gd-

DTPA-albumin was determined ex vivo by measuring longitudinal relaxation

time values of blood samples withdrawn from normal mice at different time

point after contrast agent administration.

The dynamic evolution of the signal intensity in MR images is analyzed us-

ing a two compartments tissue model [30], in which the contrast agent can

freely diffuse between plasma and interstitial space. kPS and f PV values are

obtained pixel by pixel by fitting the theoretical expression to experimental

data [20]. In this work experiments were performed in order to assess the an-

tiangiogenic effect of a specific drug. Data analysis was adapted from [30] for

the special case of a macromolecular contrast agent [20].
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Four spatial substrates have been defined: the physical space, the kPS space,

the fPV space, and the parameter space.

• physical space: the physical space is a volumetric space. As usual for MRI

data sets, data are visualized through a 2D image (the MRI image) that is

obtained by selecting a slice of the whole volume. Each pixel of the image

represents the intensity of the MRI signal.

• kPS and fPV space: the considered parameters kPS and fPV, previously

described, are derived from MRI slices applying the pharmacokinetics model

introduced in [19]. For each pixel of a selected MRI image there is a value

for kPS and fPV, respectively. Therefore, two parameter maps are derived,

representing the kPS and fPV spaces, respectively.

• parameter space: in order to obtain a unified representation of the kPS

and fPV maps, a further space is defined. Two quantitative axes have been

introduced (kPS for horizontal and fPV for vertical axis). Then, the phys-

ical image has been scanned and for each pixel xi the two values kPSi

and fPVi are observed. Thus, after the projection of all the 2D points

pi(kPSi,fPVi) the parameter space is obtained.

Cluster analysis, as it will be detailed in the next section, is performed on

a joint domain, which is composed by the physical space and the parameter

space: afterwards, a suitable visualization of clustering results is provided in

all the considered spaces, to allow the physician to relate a given cluster to its

anatomical location, and viceversa.

Figure 1 shows the designed interaction among the involved spatial substrates.

From the selected region on the physical space, both the kPS and fPV maps

are computed (see interactions A.1 and A.2 in Figure 1). Therefore, the pa-
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rameter space is composed (see interactions B.1 and B.2 in Figure 1) and

clusters are detected. Finally, the identified clusters are re-projected to the

physical space (see interaction C in Figure 1).

Fig. 1. Spatial substrates and their interactions: a given pixel and its corresponding

representation in the different spaces is depicted together with the suitable interac-

tion.

4 Cluster Analysis

In this section we will introduce an overview of the MS algorithm. Theoret-

ical aspects will be described by focusing on the current approaches for the

automatic free-parameter estimation. Indeed, the proposed version of the MS

clustering will be introduced by highlighting the strategy for the automatic

bandwidth selection on each available subspace.
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4.1 Overview of the mean shift algorithm

The MS procedure is a dated, recently re-discovered, non-parametric density

estimation technique [21, 31]. The theoretical framework of the MS arises from

the Parzen Windows technique, that, in particular hypotheses of regularity of

the input space (such as independency among dimensions [21]), estimates the

density at point x as:

f̂h,k(x) =
ck,d

nhd

n∑

i=1

k

(∣∣∣∣
∣∣∣∣
x− xi

h

∣∣∣∣
∣∣∣∣
2
)

(1)

where d indicates the dimensionality of the data processed, n is the number

of points available, and k(·) is the kernel profile, that models how strongly

the points are taken into account for the estimation, in dependence with their

distance to x, influenced by the h term. Finally, ck,d is a normalizing constant,

depending on the dimensionality of the data and on the kernel profile.

MS extends this “static” expression, differentiating (1) and obtaining the gra-

dient of the density, which is:

∇f̂h,k(x) =
2ck,d

nhd

[
n∑

i=1

g

(∣∣∣∣
∣∣∣∣
xi − x

h

∣∣∣∣
∣∣∣∣
2
)]




∑n
i=1 xig

(∣∣∣
∣∣∣xi−x

h

∣∣∣
∣∣∣
2
)

∑n
i=1 g

(∣∣∣
∣∣∣xi−x

h

∣∣∣
∣∣∣
2
) − x


 (2)

where g(x) = −∂k(x)
∂x

. In the above equation, the first term in square brackets

is proportional to the normalized density gradient, and the second term is

the MS-vector Mv(x), that is guaranteed to point towards the direction of

maximum increase in the density [21].

Therefore, starting from a point x(j) in the feature space at the iteration j,

the iteration

x(j+1) = Mv(x
(j)) + x(j) (3)
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defines a path leading to a stationary point y of estimated density. The modes

of the density are such stationary points. This MS procedure is guaranteed to

converge in a finite number of iterations [21].

In the MS-based clustering, hereinafter simply MS clustering, the first step

is made by applying the MS procedure to all the points {xi}, producing the

convergency points {yi}. A consistent number of close convergency locations,

{yi}l, indicates a mode µl. The clustering operation consists in marking the

corresponding points {xi}l that produces the set {yi}l with the label l. This

happens for all the convergency location l = 1, 2, . . . , L.

In this clustering framework, the only interventions required by the user in-

volve the choice of the kernel profile k(·) and the choice of the bandwidth

value h. For what concerns the profile of the kernel, the choices most adopted

are the Gaussian profile and the Epanechnikov profile [21]; this last one has

the desirable property that ensures the MS procedure is convergent in a fi-

nite number of steps. In order to produce a robust application, we chose thus

the Epanechnikov profile, or Epanechnikov kernel, described by the following

function:

k(x) =





1− x if 0 ≤ x ≤ 1

0 otherwise

(4)

that, if differentiated, leads to the uniform kernel g(·), i.e. a d-dimensional

unit sphere.

The kernel bandwidth parameter regulates the level of detail with which the

data space is analyzed; a large bandwidth means general analysis (few con-

vergency locations), while a small bandwidth leads to a finer analysis (many
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convergency locations). As we will see in the following, setting the kernel

bandwidth value could require a strong effort by the user: therefore, strategies

to automatically determine the kernel bandwidth have been recently stud-

ied [25, 32].

A crucial problem of all the strategies that find a global bandwidth value is

that, when the local characteristics of the feature space differ significantly

across data, it is difficult and unnatural to find a unique optimal global band-

width value. Therefore, the MS clustering framework has been adapted in the

so called “variable mean shift”, or “sample point mean shift estimator”, in

which the kernel bandwidth varies, depending on the considered point. Briefly

speaking, the MS vector becomes

Mv(x) =

∑n
i=1

xi

hd+2
i

g
(∣∣∣

∣∣∣xi−x
hi

∣∣∣
∣∣∣
2
)

∑n
i=1

1

hd+2
i

g
(∣∣∣

∣∣∣xi−x
hi

∣∣∣
∣∣∣
2
) − x (5)

where hi = h(xi) denotes the width of the bandwidth at point xi.

Roughly speaking, there are two main approaches addressing the adaptive

bandwidth selection: (i) the non-parametric MS [32], and (ii) the Gaussian

MS bandwidth estimators [25]. The first one [32] is based on the minimization

of the mean integrated squared error (MISE) by inserting a plug-in rule into

the MS clustering strategy [33]. In general, plug-in rules consist in “plugging

in” bandwidth estimates which minimize different kind of estimation errors

evaluated on the entire pool of data [34]. Here, the plug-in rule gives an initial

optimal global fixed bandwidth value, which is locally modified by the MS

strategy. Although this approach works well for one dimensional data spaces,

it becomes really hard to manage in the case of multidimensional data spaces.
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The Gaussian MS bandwidth estimator [25] is build upon the assumption that

data to analyze are locally Gaussian. The estimator fits sequentially at each

sample point a set of Gaussian kernels with increasing bandwidth, looking for

the bandwidth for which the intensity of the MS vector is maximized. This

approach is suitable for higher dimensional spaces, but it is not feasible when

the Gaussian hypothesis on data distributions is not verified.

4.2 The proposed method: MRI-Mean Shift

In this paper, we consider each point xi of the source data as a 4D entity,

living in a joint domain. Specifically, xi = [xi,s,xi,kPS,xi,fPV], where xi,s iden-

tifies the 2D pixel coordinates of a point of the MRI image (the physical space

or subdomain), xi,kPS identifies the kPS subdomain, and xi,fPV addresses the

fPV subdomain.

In order to perform clustering in the joint space, a multivariate product kernel

profile is used [21], that is:

k̃hs,hkPS,hfPV
(xi) =

∏

u∈{s,kPS,fPV}
k




∣∣∣∣∣

∣∣∣∣∣
xi,u

hi,u

∣∣∣∣∣

∣∣∣∣∣
2

 (6)

where his, hikPS, hifPV are the kernel bandwidths for each subdomain applied

to the Epanechnikov kernel, whose value varies depending on the location of

point xi.

The use of the product kernel enforces to search for dense zone in the joint

space, adopting a particular level of detail for the analysis (i.e. a particular
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kernel bandwidth) for each subdomain and for each point location. A location

in which data are organized in several small compact groups should have a

small bandwidth, in order to highlight all the small details. A location in which

there is a single or few bigger modes should have a large bandwidth, in order

to capture in a better way big shapes. Choosing the right kernel bandwidth

for each location and for each subdomain turns out to be a time consuming

try-and-test procedure, that behaves badly in a serial work session.

Aiming at creating an effective and efficient MRI analysis tool for physicians,

we decided to automatize the task of the bandwidth selection 1 . Therefore, we

select for each subdomain the more appropriate bandwidth selection method.

4.2.1 Estimating the hi,kPS and hi,fPV bandwidth parameters

To estimate the hi,kPS and hi,fPV bandwidth parameters, we need to select the

most suitable method among those described above. In Figure 2 a) and b)

typical examples of MRI values of kPS and fPV subdomains are visualized

as histograms. In general, data exhibit an irregular structure (consider, for

example, the first mode on the left of Figure 2 a), and the smaller peaks on the

right). Thus, since these distributions are clearly non-Gaussian, the Gaussian

MS bandwidth estimator [25] should not be applied. Moreover, we consider the

fact that, since the two parameters (i.e., kPS and fPV) refer to independent

physical phenomena, the respective bandwidth estimations can be carried out

by two independent mono-dimensional processes. For this reason, we employ

in these two subdomains the non parametric MS bandwidth estimation as

1 anyway, in Visual MRI we included also the option of manually setting bandwidth

parameters.
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described in [32], obtaining for each sample i the values hBEST
i,kPS , hBEST

i,fPV
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Fig. 2. MRI subdomains: histogram representations of the (a) kPS and (b) fPV

subdomains; in c), the physical subdomain is represented, where the cancer area is

highlighted by the dotted line; in (d) the typical expected partition of the cancer

area is shown.

4.2.2 Estimating the hi,s bandwidth parameter

To estimate the bandwidth hi,s, we need to analyze the shape of the expected

clusters into the spatial subspace. Figure 2 c) depicts the physical space, i.e.

the MRI image; on the bottom-left the tumoral area is highlighted by the

dotted line. In general, independently from the kind and from the shape of

the tumoral area, the zones expected by the physicians to form separate clus-

ters are mainly two (Figure 2 d)): the first one is the border area (ZONE 1),
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i.e., a stripe-shaped area, highly vascularized, connected to non-cancer zones.

This is supposed to be the zone playing the most active role in the develop-

ment of the tumor, and its exact discovery results crucial for a well-located

antiangiogenic treatment. The second one (ZONE 2) is the internal part of

the tumor, usually formed by isolated sub-clusters of necrotic matter merged

in a weakly vascularized substrate. These two 2D areas are highly irregular

and the hypothesis of local Gaussian shape of data does not hold, thus making

unsuited any automatic bandwidth value selection strategy based on Gaussian

hypothesis [25]. Moreover, also the non parametric MS bandwidth method is

not applicable since the xi,s sub-domain lies on a domain higher than 1, with

non-independent components.

Supposing we are given the optimal bandwidth values hBEST
i,kPS , hBEST

i,fPV by the pro-

cedure previously explained, we propose here a new task-oriented bandwidth

selection technique for the physical subspace xi,s, that exploits decomposition

stability criteria. A stable segmentation or partition is a segmentation main-

taining the same number of clusters while varying the free parameters involved

(in this case the bandwidth values) [31]. The technique is composed by three

steps.

(1) Standardization: we rearrange the physical sub-domain as a hypercube,

where the length of the side is fixed at the value Rs, indicating the largest

dimension of that subspace.

(2) Evaluation of bandwidth candidates: as candidate bandwidth values h(v)
s ,

we set Nmax values, ranging uniformly from h(1)
s = Rs/Nmax to h(Nmax)

s =

Rs/2.

With these values, we perform the Mean Shift clustering with the prod-
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uct kernel of Eq. (6) with bandwidth values hBEST
i,kPS , hBEST

i,fPV,h
(v)
i,s , where ∀i,

h
(v)
i,s = h(v)

s , (in the following, we will use thus h(v)
s for clarity).

(3) Best bandwidth choice: After these trials, we choose as best bandwidth

value for the spatial subdomain hBEST
s , where BEST = d(vmax−vmin)/2e

indicates the bandwidth value in the center of the largest range of band-

width values [h(vmin)
s , h(vmax)

s ] over which the Mean Shift clustering gives

the same number of clusters for the given data (i.e., a plateau, as depicted

in Figure 3).

This method identifies thus the most stable global bandwidth, in the intuitive

sense claimed by [31].

The partition obtained with the set of bandwidths hBEST
i,kPS , hBEST

i,fPV, hBEST
i,s is the

final result of our clustering technique.
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Fig. 3. Best bandwidth choice: in the scheme are reported the number of clusters

(shown here under natural-logarithmic scale for a better understanding) resulting by

the application of the mean shift clustering using different spatial kernel bandwidths.

The largest plateau is clearly visible: in the middle of it the best kernel bandwidth

is selected, that gives rise to e1.7918 = 6 clusters.
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In order to evaluate the performances of our clustering technique, we per-

formed a set of tests (10 subjects with 24 clusters each), where:

(1) we applied the MRI-MS without considering the physical space: the re-

sulting segmentations are clearly oversegmented (an example is shown in

Figure 4 (a)). This is due to the fact that the modelling of the physical

space induces a constraint on the compactness of the clusters produced;

(2) we applied the MRI-MS adopting the parametric gaussian bandwidth se-

lection proposed in [25], which implies the underlying presence of gaussian-

shaped clusters: also in this case the results are oversegmented, organized

as small gaussian clusters (as depicted in Figure 4 (b)).

(3) We applied our technique, whose result (the same of Figure 13) is shown

in Figure 4 (c).

(a) (b) (c)

Fig. 4. Compared results: (a) MS clustering without the physical space (b), cluster

with a parametric gaussian bandwidth for the spatial domain (c) clustering by the

proposed technique

Our technique produces best results, in the sense that a clear correspondence

is present between the obtained clusters and the expected physiological orga-

nization of the tumor.
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5 The visual interface

The visual interface of Visual MRI has been designed according to IV princi-

ples. Figure 5 shows a screenshot of the main window. The MRI image (i.e.,

the selected slice of the volumetric space) is displayed in the central part of

the window (area 1 in Figure 5). The general (textual) information related to

the experiment is shown in the upper left side (area 2).

Fig. 5. Main interface of Visual MRI : the main areas of the interface are enumerated.

Then, available options are:

• slice selection and animation. Each slice (2D) of the MRI physical vol-

ume (3D) can be visualized by tuning a slide bar for the volume (area 4.a)
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and a slide bar for the time (area 4.b). Moreover, the whole sequence of a

single acquisition can be also displayed as a movie (area 4.c). Furthermore,

the diffusion of the contrast agent can be monitored by selecting a slice and

visualizing its variation along the time (area 4.d).

• modification of retinal properties. It is possible to modify either a single

color or a predetermined color map. Furthermore, the shape of marks can

be customized. All the retina properties modifications can be obtained by

the main menu (area 3.b).

• noise removal. Classical noise filters can be applied to the acquired MRI

signal, such as gaussian and median filters. This option can be carried out

on both each 1D signal along the time space and each 2D image slice (area

3.c).

• region of interest (ROI) selection and zooming. The user may select

manually a region of interest (area 5.a). By combining this option with

zooming, an exhaustive analysis of some details of the image is allowed.

• parameter map extraction. The kPS and fPV parameter maps can be

extracted by clicking a suitable button (area 5.b). Then, a further button

allows the switching among the two images. Some constants of the pharma-

cokinetics model can be manually tuned (area 6).

• parameter space projection and clustering. By selecting the button

in the area 5.c, the parameter space can be displayed. Furthermore, as de-

scribed in Section 4, clusters are automatically detected (area 5.d). After

the clustering step, the user can switch between the physical and the pa-

rameter space. A sort of bidirectional linked brushing has been proposed.

Indeed, by selecting a region into the physical space, the parameter distrib-

ution on the parameter space is highlighted (straight linked brushing). On

the other hand, by selecting a cluster in the parameter space, the corre-
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sponding regions on the physical space appear (reverse linked brushing).

The bidirectional linked brushing can be applied also in a local way: select-

ing a point in a particular space, it is possible to visualize it in all the other

spaces, highlighting its coordinates and the associated value in that space

(the MRI intensity in the physical space, the fPV and kPS values in the

respective spaces and the cluster label in the parameter space).

6 Visual MRI at work

In this section some selected examples of the use of Visual MRI are reported

from the set of experimental data described in Section 3. After data acquisi-

tion, raw data are available and data preprocessing is carried out by applying

noise removal operators.

Furthermore, through volumetric browsing, details on demand, and coloring

techniques, a preliminary analysis of data is given. Figure 6 shows three pic-

tures of an MRI slice after data selection. The leftmost image is in black and

white, while the other ones are obtained by changing the color setting.

Fig. 6. A slice of MRI data set. The leftmost image is in black and white, while the

other ones are obtained by changing the color setting.

In order to analyze the parameter values on the tumor, a region of interest
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needs to be selected. The tumoral area is manually selected by using the ROI

operator (the location of the tumoral area is a priori known). Figure 7 shows

the ROI selection process. Then, the pharmacokinetics model is applied and

the parameter maps are extracted (with respect to the selected area). Figure

8 shows the two parameter maps.

Fig. 7. An example of ROI selection by using the zooming operator (left) and the

selected region (right).

Fig. 8. kPS(left) and fPV(right) maps.

The next step is the core of our framework: the selected region is mapped

into the parameter space and the more significative clusters are collected by

carrying out the MRI Mean Shift cluster detector operator. Figure 9 shows
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the parameter space before and after the cluster detection, respectively. This

phase realizes a straight linked brushing (from physical space to parameter

space).

Fig. 9. Parameter space before and after cluster detection.

Therefore, selected clusters are re-projected into the physical space, evidencing

some slice regions of the cancer area. This phase realizes a reverse linked

brushing (from parameters space to physical space). Figure 10 highlights the

tumoral regions inferred by the proposed approach.

In all the performed experiments, cluster analysis via MRI Mean Shift provided

an effective subdivision of the tumor tissue in different clusters. In particular,

the biggest cluster covers the whole interior of the tumor which is character-

ized by low values of fPV and kPS. The other clusters contain in general a

limited number of pixels with highest values of fPV. These results are rele-

vant from the medical point of view since regions detected by reverse linked

brushing correspond to typical subdivision of the tumoral area expected by the

medical scientists. In fact, as already described in Section 4.2.2, these tumors
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Fig. 10. Tumoral regions inferred by the proposed approach.

are characterized by an external well-vascularized rim, composed by a viable

tumor tissue, and by an internal, scarcely vascularized necrotic area [20].

Visual MRI has been tested on several subjects by observing the same aspect

of the cluster distribution on the tumoral region (Figures 11-14 show the use

of Visual MRI on further three subjects, on different slices).

Visual MRI has been developed in Java 1.4 for Window XP. The analysis of

a single slice requires from 1 to 5 minutes, while the study of an entire subject

takes around 20 minutes.
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(a) (b)

Fig. 11. Example 2: MRI selected region (a), parameter space after clustering (b)

Medical Relevance and Validation

Visual MRI has proven to be useful for medical scientists to improve the

analysis of DCE-MRI data sets. By this software system, the influence of kPS

and f PV parameters for the characterization of tumoral regions has been veri-

fied, allowing physicians to validate the hypothesis about possible relationships

between tumor angiogenesis and tumor microvessels.

In order to certify the meaning of the obtained clusters, an histological exam

has been performed by physicians. In particular, 8 slices for 3 subjects analyzed

and segmented by our method have been physically recovered, by killing the

test animals. Successively, portions of tissues (randomly chosen) correspond-

ing to the clusters identified by our algorithm have been visually analyzed

by experts who confirmed the correctness of the obtained subdivisions (an

example is shown in Figure 15).
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(c) (d)

(e) (f)

Fig. 12. Example 2: the four extracted clusters (c, d, e, f).

Once the proposed application has been validated on this subset of available

samples, Visual MRI has been used as a tool for the verification of the vascular

properties of the analyzed tumors without necessarily applying histological

analysis on samples (which turns out to be highly sophisticated and time

consuming).

Finally, although a systematic evaluation of usability of Visual MRI is diffi-

cult, due to the restricted number of expert scientists working on this kind

of experimental issues in a single research unit, we involved the medical re-

searchers in a detailed evaluation of Visual MRI, through some exhaustive
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(a) (b) (c)

Fig. 13. Example 3: MRI selected region with the overall slice (a), parameter space

after clustering (b) and the resulting segmentation (c).

(a) (b) (c)

Fig. 14. Example 4: MRI selected region with the overall slice (a), parameter space

after clustering (b) and the resulting segmentation (c).

work sessions and extended meetings and interviews. The three involved med-

ical researchers have declared their comfortableness in using Visual MRI for

both the graphical design and the intuitiveness of the interaction paradigms.
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CLUSTER 1

CLUSTER 3

CLUSTER 5

CLUSTER 2

CLUSTER 4

Fig. 15. Histological counterproof: the slice from which we obtained the shown

segmentation (the same presented in Figure 13), has been surgically extracted by

the test animal, and portion of tissue have been analyzed. Above, some portions

of the tissue are visualized: as expected, cluster 1 and cluster 5 represent internal

necrotic area, while the other clusters model highly vascularized zones.

7 Conclusions

In this paper a new software tool for DCE-MRI data analysis, Visual MRI, is

proposed, aiming at improving the support of medical scientists in the context

of research on cancer therapies: results show its effectiveness for the compre-

hension of dependencies between the analyzed parameters and the known tu-

moral regions. By Visual MRI we promote an effective merging of Information

Visualization techniques and a novel Data Mining algorithm. In particular, (i)

we embed in the application a linked brushing technique, which establishes a

bidirectional connection among different visual representations of DCE-MRI

data sets; (ii) we detail a novel data mining technique, by defining the MRI-MS

algorithm for cluster analysis. This method introduces the mean-shift para-

digm on MRI data by exploiting a new approach for the automatic bandwidth

34



selection.

Visual MRI has been successfully validated by the medical researchers since

the extracted clusters correspond to expected tumoral subdivisions. Therefore,

medical researchers use Visual MRI for the verification of connections between

tumor microvessels and tumoral angiogenesis whose local treatments could

lead to an easily endurable and more effective cancer therapy.
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