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Abstract. In the context of combinations of theories with disjoint sig-
natures, we classify the component theories according to the decidability
of constraint satisfiability problems in arbitrary and in infinite models,
respectively. We exhibit a theory T1 such that satisfiability is decidable,
but satisfiability in infinite models is undecidable. It follows that satisfi-
ability in T1 ∪ T2 is undecidable, whenever T2 has only infinite models,
even if signatures are disjoint and satisfiability in T2 is decidable.
In the second part of the paper we strengthen the Nelson-Oppen decid-
ability transfer result, by showing that it applies to theories over disjoint
signatures, whose satisfiability problem, in either arbitrary or infinite
models, is decidable. We show that this result covers decision procedures
based on rewriting, complementing recent work on combination of theo-
ries in the rewrite-based approach to satisfiability.

1 Introduction

In many applications of automated reasoning (for instance to software verifi-
cation), it is important to decide the satisfiability of conjunctions of literals
modulo a given background theory; quite often, it is also necessary to combine
modularly such decision procedures to unions of background theories. If such
theories have disjoint signatures and are stably infinite (which means that we
can safely restrict to infinite models to decide satisfiability of literals), then the
well-known Nelson-Oppen combination schema provides a combination transfer
result. Recently, relaxing the stably infiniteness requirement has received a lot of
attention in order to design combination schemas handling theories that are not
stably-infinite. For instance,5 Tinelli and Zarba [22] have shown how to combine
? The full version of this paper is available as a Technical Report RI DSI 308-

06, Università degli Studi di Milano, at http://homes.dsi.unimi.it/~zucchell/
publications/techreport/BoGhiNiRaZu-RI308-06.pdf

5 For lack of space, we only discuss results that are closely related to ours (see, e.g.,
[19] for an overview on combination of decision procedures and references).



an arbitrary theory with one satisfying requirements which are stronger than
stable-infiniteness. Thus, contrary to the combination schema by Nelson-Oppen
[14], such a schema is asymmetric in the sense that the requirements on the
component theories are not the same.

In this paper, we consider combinations of theories whose signatures are
disjoint and classify the component theories according to the decidability of
their satisfiability problems in arbitrary and in infinite models. Assume that the
satisfiability problem in a theory T1 is decidable in arbitrary models but not
in infinite models. Then, any combination of such a T1 with a theory T2 that
does not have finite models yields an undecidable satisfiability problem. This
holds even if T1 and T2 have disjoint signatures and even if satisfiability in T2 is
decidable in arbitrary models. As a consequence of this observation, we obtain
the first (undecidability) result of the paper, by exhibiting a theory such that the
satisfiability problem is decidable, whereas the satisfiability problem in infinite
models is undecidable.

The second result of the paper is related to decision procedures based on
rewriting. Armando et al [1] recently showed how to use a rewrite-based inference
system to obtain decision procedures for (disjoint) unions of variable-inactive
theories, when there exist rewrite-based decision procedures for the component
theories. Here, we explain the relationship between variable-inactivity and stable-
infiniteness. We show that if a theory is not stably infinite, then the inference
system is guaranteed to generate clauses that constrain the cardinality of its
models, so that the theory is not variable-inactive. This result has two applica-
tions: first, it complements the combination schema of [1] for (disjoint) unions of
theories that have a rewrite-based satisfiability procedures. Second, it suggests
a simple way to combine the rewrite-based approach with constraint-solving
techniques that check satisfiability in finite models.

2 Preliminaries

A signature Σ is an (at most countable) set of functions and predicate symbols,
each of them endowed with the corresponding arity. We assume the binary equal-
ity predicate symbol ‘=’ to be always present in any signature Σ. The signature
obtained from Σ by the addition of a set of new constants (that is, 0-ary function
symbols) K is denoted by Σ∪K or by ΣK; when the set of constants is finite, we
use letters a, b, c, etc. in place of K. We have the usual notions of Σ-term, (full
first order) -formula, -atom, -literal, -clause, -positive clause, etc.: e.g., an atom
is an atomic formula, a literal is an atom or the negation of an atom, a clause is
a multiset of literals, a positive clause is a multiset of atoms, etc. Abusing nota-
tion, we write a clause C either as the disjunction of its literals or as a sequent
∆1 ⇒ ∆2, meaning that ∆1 (resp. ∆2) contains the negative (resp. positive)
literals of C. Terms, literals, clauses and formulæ are called ground whenever
variables do not appear. Formulæ without free variables are called sentences.
The universal (resp. existential) closure of a formula φ is the sentence obtained
from φ by adding a prefix of universal (resp. existential) quantifiers binding all



variables occurring free in φ. A Σ-theory T is a set of sentences (called the ax-
ioms of T ) in the signature Σ. If T is finite, the theory is said to be finitely
axiomatized. A universal theory is a theory whose axioms are universal closures
of quantifier-free formulae.

From the semantic side, we have the standard notion of a Σ-structure A: this
is a support set endowed with an arity-matching interpretation of the function
and predicate symbols from Σ. We use fA (resp. PA) to denote the interpretation
of the function symbol f (resp. predicate symbol P ) in the structure A. The
support set of a structure A is indicated by the notation |A|. We say that A is
finite when there exists an integer N > 0 such that the cardinality of |A| is less
than N ; if such an integer does not exist, we say that A is infinite. The truth of
a Σ-formula in A is defined in the standard way (so that truth of a formula is
equivalent to truth of its universal closure). A formula φ is satisfiable in A iff its
existential closure is true in A.

A Σ-structure A is a model of a Σ-theory T (in symbols A |= T ) iff all axioms
of T are true in A. For models of a Σ-theory T we shall use the letters M,N , . . .
to distinguish them from arbitrary Σ-structures. If φ is a formula, T |= φ (‘φ is
a logical consequence of T ’) means that φ is true in any model of T . A Σ-theory
T is complete iff for every Σ-sentence φ, either φ or ¬φ is a logical consequence
of T ; T is consistent iff it has a model.

A Σ-constraint in a signature Σ is a finite set of ground Σa-literals (where
a is a finite set of new free constants). The constraint satisfiability problem for a
Σ-theory T is the problem of deciding whether a Σ-constraint is satisfiable in a
model of T : if this problem is decidable, we say that the theory T is ∃-decidable.
Notice that, equivalently, T is ∃-decidable iff it is decidable whether a universal
Σ-formula is entailed by the axioms of T .

3 Satisfiability in Infinite Models

Let T1 and T2 be theories such that the signature Σ1 of T1 is disjoint from the
signature Σ2 of T2, i.e., Σ1 ∩Σ2 contains only the equality symbol. We consider
the decidability of the constraint satisfiability problem of the theory T1∪T2. We
are especially interested in establishing the relationships between the decidability
of the constraint satisfiability problems in the component theories T1 and T2,
and the decidability of the constraint satisfiability problem in T1 ∪ T2.

3.1 Undecidability Result

Let us recall two simple facts. First, combined word problems are decidable
whenever the word problems for the component theories are decidable [18]. Sec-
ond, it is commonly believed that combining word problems is more difficult than
combining constraint satisfiability problems - the reason is that the algorithms
to be combined are less powerful, as they can handle only constraints formed by
a single negative literal. From these two observations, one may conjecture that
the decidability of the constraint satisfiability problem in T1 ∪ T2 always follows



from the decidability of the constraint satisfiability problem in T1 and T2. Con-
trary to expectation, all known combination results for the decidability of the
constraint satisfiability problems in unions of theories (such as [14, 22]) assume
that the component theories satisfy certain requirements. The key observation
is that such requirements are related to the satisfiability of constraints in infi-
nite models of a component theory. For example, the Nelson-Oppen combination
schema [14] requires the component theories to be stably-infinite. A Σ-theory T
is stably infinite iff every Σ-constraint satisfiable in a model of T is satisfiable in
an infinite model of T . Motivated by this observation, we introduce the following
definition.

Definition 3.1. Let T be a Σ-theory; we say that T is ∃∞-decidable iff it is ∃-
decidable and moreover it is decidable whether any Σ-constraint Γ is satisfiable
in some infinite model of T .

From the definition, it is trivially seen that ∃-decidability is equivalent to ∃∞-
decidability in the case of stably infinite theories. To illustrate the interest of
studying the decidability of satisfiability in the infinite models of a theory, we
state the following

Theorem 3.1. Let Ti be a Σi-theory (for i = 1, 2) and let the signatures Σ1, Σ2

be disjoint. If T1 is ∃-decidable but it is not ∃∞-decidable and if T2 is consistent,
∃-decidable but does not admit finite models, then the constraint satisfiability for
T1 ∪ T2 is undecidable.

Proof. We simply show that a Σ1-constraint Γ is T1 ∪ T2-satisfiable iff it is
satisfiable in an infinite model of T1. One side is obvious; for the other side, pick
infinite modelsM1 of T1∪Γ andM2 of T2 (the latter exists by consistency of T2).
By Löwhenheim-Skolem theorem, we can assume that both models are countable,
i.e. that they have the same support (up to isomorphism). But then, we can
simply put together the interpretations of functions and predicate symbols and
get a model of T1 ∪ T2 ∪ Γ . ut

We notice that there are many theories which are ∃-decidable and have only
infinite models. One such theory is Presburger Arithmetic, another one is the
theory of acyclic lists [17]. More interestingly, one could ask the following

QUESTION 1: Are there ∃-decidable theories that are not ∃∞-decidable?

If the answer is positive, then Theorem 3.1 implies that there exist theories which
are ∃-decidable and whose union is not ∃-decidable. In Section 4, we exhibit
some theories that are ∃-decidable but not ∃∞-decidable, thereby answering
QUESTION 1 positively.

3.2 Decidability Result

Notwithstanding the negative result implied by Theorem 3.1, we observe that
when both T1 and T2 are ∃∞-decidable, we are close to get the decidability
of constraint satisfiability in T1 ∪ T2. To understand why, recall the following
well-known fact.



Lemma 3.1. Let Λ be a set of first-order sentences. If Λ does not admit infinite
models, then there must exist an integer N > 0 such that, for each model M of
Λ, the cardinality of the support set of M is bounded by N .

For a proof, the interested reader is referred to any introductory textbook about
model theory (see, e.g., [23]). The key idea is to apply compactness to infinitely
many ‘at-least-n-elements’ constraints (these are the constraints expressed by
the formulæ ∃x1, . . . , xn

∧
i 6=j xi 6= xj). It is interesting to notice that the above

bound on the cardinality of finite models can be effectively computed for ∃-de-
cidable theories:

Lemma 3.2. Let T be an ∃-decidable Σ-theory; whenever it happens6 that a
given Σ-constraint Γ is not satisfiable in an infinite model, one can compute a
natural number N such that all models of T ∪ Γ have cardinality at most N .

Proof. For h = 2, 3, . . . , add the following set δh := {ci 6= cj | 1 ≤ i < j ≤ h} of
literals to T ∪Γ , where the constants c1, . . . , ch are fresh.7 Clearly, if T ∪Γ ∪ δh

is unsatisfiable, then we get a bound for the cardinality of the models of T ∪ Γ .
Since, by Lemma 3.1, such a bound exists, the process eventually terminates. ut

Definition 3.2. An ∃∞-decidable Σ-theory T is said to be strongly ∃∞-decid-
able iff for any finite Σ-structure A, it is decidable whether A is a model of
T .

It is not difficult to find strongly ∃∞-decidable theories. For example, any finitely
axiomatizable ∃∞-decidable Σ-theory with a finite Σ is strongly ∃∞-decidable,
since it is sufficient to check the truth of the axioms for finitely many valuations.
Now, we are in the position to state and prove the following modularity property
for ∃∞-decidable theories.

Theorem 3.2. Let Ti be a strongly ∃∞-decidable Σi-theory (for i = 1, 2) such
that Σ1, Σ2 are finite and disjoint. Then the combined theory T1 ∪T2 is ∃-decid-
able.8

Proof. Let Γ be a finite set of ground Σ1 ∪Σ2-literals containing free constants.
By well-known means (see, e.g., [5]), we can obtain an equisatisfiable set Γ1∪Γ2

such that Γi contains only Σ
a
i -symbols, for i = 1, 2 and for some free constants

a. Let Γ0 be an arrangement of the constants a, i.e. a finite set of literals such
that either ai = aj ∈ Γ0 or ai 6= aj ∈ Γ0, for i 6= j and ai, aj ∈ a. Clearly,
Γ1 ∪ Γ2 is satisfiable iff Γ1 ∪ Γ0 ∪ Γ2 is satisfiable for some arrangement Γ0 of
the constants a. From the fact that theories T1, T2 are both ∃∞-decidable, the
following case analysis can be effectively performed:
6 There is a subtle point here: Lemma 3.2 applies to all ∃-decidable theories, but it

is really useful only for ∃∞-decidable theories, because only for these theories the
hypothesis ‘Γ in not satisfiable in an infinite model of T ’ can be effectively checked.

7 Notice that the literals in δh are simply the Skolemization of the ‘at-least-h-elements’
constraint.

8 This result can be easily generalized to the combination of n > 2 theories.



– If Γ0∪Γi is satisfiable in an infinite model of Ti (for both i = 1, 2), then Γ0∪
Γ1∪Γ2 is satisfiable in an infinite model of T1∪T2 by the standard argument
underlying the correctness of the Nelson-Oppen combination schema (see,
e.g., [21, 12]).

– If Γ0∪Γi is unsatisfiable in any infinite model of Ti (for either i = 1 or i = 2),
then (by Lemma 3.2) we can effectively compute an integer N > 0 such that
each modelM of T∪Γi∪Γ0 has cardinality less than N . Hence, it is sufficient
to exhaustively search through Σ1 ∪Σ2 ∪ a-structures up to cardinality N .
The number of these structures is finite because Σ1 and Σ2 are finite and, by
Definition 3.2, it is possible to effectively check whether each such a structure
is a model of T1 and T2, and hence also of T1 ∪ T2 ∪ Γ0 ∪ Γ1 ∪ Γ2. If a model
is found, the procedure returns ‘satisfiable’, otherwise another arrangement
Γ0 (if any) is tried. ut

Since a stably infinite theory is ∃-decidable if and only if it is ∃∞-decidable,
it is clear that Theorem 3.2 substantially generalizes Nelson-Oppen result (the
further requirement of Definition 3.2 being only a technical condition which is
usually fulfilled). Theorem 3.2 raises the following

QUESTION 2: Is there a practical sufficient condition for a theory to be
strongly ∃∞-decidable?

Clearly, stably infinite ∃-decidable theories are ∃∞-decidable. More interesting
examples are given in Section 5, where we will show that, whenever a finitely
axiomatized theory T admits a rewrite-based decision procedure for its constraint
satisfiability problem [2, 1], T is not only ∃-decidable but also strongly ∃∞-de-
cidable.

4 Undecidability

In this section, we give an affirmative answer to QUESTION 1 by defining some
∃-decidable theories that are not ∃∞-decidable. Let ΣTM∞ be the signature
containing (in addition to the equality predicate) the following (infinite) set of
propositional letters {P(e,n) | e, n ∈ N}. Consider the propositional letter P(e,n):
we regard e as the index (i.e. the code) of a Turing Machine and n as the input to
the Turing machine identified by e (this coding is possible because of basic results
about Turing machines, see, e.g., [16]). We indicate by k : N×N → N∪{∞} the
(non-computable) function associating to each pair (e, n) the number k(e, n) of
computation steps of the Turing Machine e on the input n. We write k(e, n) = ∞
when the computation does not halt. The axioms of the theory TM∞ are the
universal closures of the following formulæ:

P(e,n) →
∨

i<j≤m

xi = xj , if k(e, n) < m. (1)

Two observations are in order. First, the property “being an axiom of TM∞” is
decidable, because the ternary predicate k(e, n) < m is recursive. Indeed, it is



sufficient to run the Turing Machine e on input n and wait at most m compu-
tation steps to verify whether e halts. Second, the consequent of implication (1)
is an at-most cardinality constraint, i.e. it is a formula of the form∨

i 6=j

xi = xj (2)

where xi, xj are (implicitly universally quantified) distinct variables for i, j =
1, . . . , n, which constrain the domain of any model to contain at most n elements.
Thus, axioms of the form (1) tells us that if P(e,n) holds and the Turing Machine
e halts in at most m steps, then the cardinality of the domains of a model is
bounded by m. These properties allow us to state and prove the following key
result:

Proposition 4.1. The theory TM∞ is ∃-decidable but it is not ∃∞-decidable.

Proof. To show that the theory is ∃-decidable, consider a constraint Γ over
the signature Σ

a
TM∞ . First, guess an arrangement Γ0 for the constants a and

check the set of equations and inequations from Γ ∪ Γ0 for consistency in the
pure theory of equality. Then, if the satisfiability check succeeds, Γ0 explicitly
gives the minimum cardinality m for Γ ∪ Γ0 to be satisfied. Clearly, Γ ∪ Γ0 is
unsatisfiable if it contains both P(e,n) and ¬P(e,n). If this is not the case, we still
have to consider the constraints represented by axiom (1), which states that if a
literal of the kind P(e,n) is in a ΣTM∞ -constraint, such a constraint can be only
satisfied in a model whose cardinality is at most k(e, n). Thus, if P(e,n) ∈ Γ ∪Γ0,
we only need to check that m ≤ k(e, n), which can be effectively done since the
ternary predicate k(e, n) < m is recursive.

To see that TM∞ is not ∃∞-decidable, notice that the constraint {P(e,n)} is
TM∞-satisfiable in an infinite structure iff k(e, n) = ∞. In turn, this is equivalent
to check whether the computation of the Turing Machine e on the input n does
not terminate, which is obviously undecidable, being the complement of the
Halting problem. ut

The theory TM∞ is defined on an infinite signature. However, it is possible
to introduce a universal theory TM∀ω over a finite signature, with the same
characteristics as TM∞ as far as decidability in finite and infinite models is
concerned. Since the proof that such theory is ∃-decidable but not ∃∞-decidable
is similar to that of Proposition 4.1, modulo some technical details, we report it
in the full TR version of the present paper. Thus, we are ready to state our first
main result:

Theorem 4.1. There exist ∃-decidable universal theories over finite and dis-
joint signatures, whose union is not ∃-decidable.

5 Decidability

The answer to QUESTION 2 rests on showing that (under suitable assumptions)
rewrite-based methods give practical sufficient conditions for a theory to be



strongly ∃∞-decidable. First, we need to introduce some technical definitions. In
Section 5.1, we recall some basic notions underlying the superposition calculus
[15] and we introduce superposition modules as suitable abstractions for the
subsequent technical development. Then, in Section 5.2, we introduce the notion
of invariant superposition modules and, in Section 5.3, we show that they can
generate an “at most” cardinality constraint (cf. (2) in Section 4) whenever a
theory does not admit infinite models. Last, in Section 5.4, we describe how
to combine rewrite-based procedures [1, 2] with Satisfiability Modulo Theory
(SMT) tools, such as [9, 3, 10, 11], in order to obtain automatic methods to solve
constraint satisfiability problems involving theories admitting only finite models
(e.g., enumerated data-types).

5.1 Superposition Calculi and Superposition Modules

From now on, we consider only universal, finitely axiomatized theories, whose
signatures are finite. Without loss of generality, we may assume that signatures
contain only function symbols (see, e.g., [15]). A fundamental assumption of
superposition-based inference systems [15] is that the universe of terms is ordered
by a reduction ordering. A reduction ordering on terms can be extended to literals
and clauses by using standard techniques. The most commonly used orderings are
the Knuth-Bendix ordering (KBO) and the lexicographic path ordering (LPO).
Definitions, results, and references on orderings can be found in, e.g., [4]. Since
we have to deal with constraints involving finitely (but arbitrarily) many new
constants, we consider a countable set9 K disjoint from Σ to form the expanded
signature ΣK. We collect all needed data in the following:

Definition 5.1 (Suitable Ordering Triple). A suitable ordering triple is a
triple (Σ,K,�) where: (a) Σ is a finite signature; (b) K := {c1, c2, c3, . . . } is a
countably infinite set of constant symbols such that Σ and K are disjoint; (c) �
is a reduction ordering over ΣK-terms satisfying the following conditions:

(i) � is total on ground ΣK-terms;
(ii) for every ground ΣK-term t with root symbol f ∈ Σ and for every ci ∈ K,

we have t � ci;
(iii) for ci, cj ∈ K, we have ci � cj iff i > j.

The above conditions on the reduction ordering are similar to those adopted in
[2, 1] to build rewrite-based decision procedures for the constraint satisfiability
problem in theories of data structures, fragments of integer arithmetic, and their
combinations. It is indeed very easy and natural to produce suitable ordering
triples: for instance, if an LPO is adopted, it is sufficient to take a total prece-
dence >p satisfying the condition f >p ci >p cj , for f ∈ Σ, ci ∈ K, cj ∈ K and
i > j.
9 Usual results on orderings can be extended to infinite signatures, see [13]; notice

however that one can keep the signature ΣK finite, by coding ci as si(0) (for new
symbols s, 0), like e.g. in [8].



Another key characteristic of a rewrite-based inference system is the possi-
bility of associating a model to the set of derived clauses, defined by building
incrementally a convergent term rewriting system.

Let (Σ,K,�) be a suitable ordering triple and let S be a set of ΣK-clauses
not containing the empty clause. The set gr(S) contains all ground ΣK-clauses
that are instances of clauses in S. By transfinite induction on C ∈ gr(S), we
simultaneously define Gen(C) and the ground rewrite system RC as follows:

(a) RC :=
⋃

D∈gr(S),C�D Gen(D);
(b) Gen(C) := {l → r} in case C is of the kind ∆1 ⇒ l = r, ∆2 and the following

conditions are satisfied:
1. RC 6|= ∆1 ⇒ ∆2, i.e. (i) for each l = r ∈ ∆1, l and r have the same

normal form with respect to RC (in symbols, l ↓RC
r) and (ii) for each

s = t ∈ ∆2, s 6↓RC
t;

2. l � r, l � u (for all u occurring in ∆1), {l, r} �ms {u, v}, for every
equation u = v occurring in ∆2, where �ms is the multi-set extension
[4] of �;

3. l is not reducible by RC , and
4. RC 6|= r = t′, for every equation of the kind l = t′ occurring in ∆2;

(c) Gen(C) := ∅, otherwise.

We say that C is productive if Gen(C) 6= ∅. Finally, let RS :=
⋃

C∈gr(S) Gen(C).
Note that RS is a convergent rewrite system, by conditions 2 and 3 above.

A set of clauses is saturated with respect to an inference system, if any clause
that can be inferred from S is redundant in S (see, e.g., [7]). In a more abstract
treatment, that makes saturation independent of the inference system and only
requires a well-founded ordering on proofs, a set of formulæ is saturated if it
contains all the premises of all normal-form proofs in the theory [6]. For the
purposes of this paper, we are interested in a semantic notion of saturation
based on model generation.

Definition 5.2. A set S of ΣK-clauses is model-saturated iff the rewrite system
RS is a model of S (i.e. the quotient of the Herbrand universe of ΣK modulo
RS-convergence is a model of the universal closures of the clauses in S).

The following definition of reasoning module is precisely what we need to prove
the main technical Lemma 5.2 below.

Definition 5.3 (Superposition Module). Let (Σ,K,�) be a suitable order-
ing triple. A superposition module SP(Σ,K,�) is a computable function which
takes a finite set S0 of ΣK-clauses as input and returns a (possibly infinite)
sequence

S0, S1, . . . , Sn, . . . (3)

of finite sets of ΣK-clauses, called an S0-derivation, such that ( i) if S0 is un-
satisfiable, then there exists k ≥ 0 such that the empty clause is in Sk; ( ii) if S0

is satisfiable, then the set
S∞ :=

⋃
j≥0

⋂
i≥j

Si



of persistent clauses is model-saturated, and ( iii) the sets Si and Sj are logically
equivalent for (0 ≤ i, j ≤ ∞). We say that SP(Σ,K,�) terminates on the set of
ΣK-clauses S0 iff the S0-derivation (3) is finite.

Superposition modules are deterministic, i.e. there exists just one S0-derivation
starting with a given finite set S0 of clauses. Any implementation of the super-
position calculus [15] together with a fair strategy satisfies Definition 5.3.

5.2 Superposition Modules and Rewrite-based Decision Procedures

For the proofs below, we need a class of superposition modules which are in-
variant (in a sense to be made precise) under certain renamings of finitely many
constants. Formally, an n-shifting (where n is an integer such that n > 0) is the
operation that applied to a ΣK-expression E returns the ΣK-expression E+n ob-
tained from E by simultaneously replacing each occurrence of the free constant
ci ∈ K by the free constant ci+n, for i > 0 (where the word ‘expression’ may
denote a term, a literal, a clause, or a set of clauses). In practice, an n-shifting
rearranges the set of free constants occurring in the set of clauses by eliminating
the constants c1, . . . , cn that are not in the range of the function (·)+n.

Example 5.1. Let us consider the set S := {f(c1, c4) = c1, f(f(c1, c4), c4) = c2}
of ground ΣK-literals where Σ := {f} and K := {c1, c2, . . . }. Then, we have that
S+5 := {f(c6, c9) = c6, f(f(c6, c9), c9) = c7}.

Definition 5.4 (Invariant Superposition Module). Let (Σ,K,�) be a suit-
able ordering triple. A superposition module SP(Σ,K,�) is invariant iff for ev-
ery S0-derivation S0, S1, . . . , Sj , . . . (with S0 being a set of ΣK-clauses), we have
that (S0)+n, (S1)+n, . . . , (Sj)+n, . . . is an (S0)+n-derivation, for all n ≥ 0.

Most of the actual implementations of superposition are stable under signature
extensions (this is so because they need to handle Skolem symbols) and hence,
the behavior of a superposition prover is not affected by any proper extension
of the signature and the ordering. The property of producing derivations being
invariant under shifting is weaker than stability under signature extensions. As
a consequence, any superposition prover can be turned into an invariant super-
position module. However, not all possible implementations of the superposition
calculus are invariant superposition modules, as we point out in the full TR
version of the paper.

Example 5.2. Suppose that in the suitable ordering triple (Σ,K,�), the term
ordering � is an LPO whose precedence satisfies f >p ci >p cj (for f ∈ Σ, ci ∈
K, cj ∈ K, i > j). Let us consider the superposition module given by the
standard superposition calculus and let us take again the situation in Exam-
ple 5.1. The (model-)saturated set output by SP(Σ,K,�) when taking S as
input is Ss := {f(c1, c4) = c1, c2 = c1}. It is not difficult to see that the set
(Ss)+5 := {f(c6, c9) = c6, c7 = c6} is exactly the set that we would obtain as
output by the superposition module SP(Σ,K,�) when taking as input the set
(S)+5 (see Example 5.1).



Definition 5.5. Let (Σ,K,�) be a suitable ordering triple. A universal and
finitely axiomatized Σ-theory T is ∃-superposition-decidable iff there exists an
invariant superposition module SP(Σ,K,�) that is guaranteed to terminate when
taking as input T ∪ Γ , where Γ is a ΣK-constraint.

From the termination results for superposition given in [2, 1], it follows that
theories such as equality, (possibly cyclic) lists, arrays, and so on are ∃-decid-
able by superposition. According to Definition 5.5, any theory T which is ∃-su-
perposition-decidable is ∃-decidable. In the following, we show that T is also
∃∞-decidable, which is the second main result of the paper.

5.3 Invariant Superposition Modules and Cardinality Constraints

A variable clause is a clause containing only equations between variables or their
negations. The antecedent-mgu (a-mgu, for short) of a variable clause ∆1 ⇒ ∆2

is the most general unifier of the unification problem {x ?= y | x = y ∈ ∆1}. A
cardinality constraint clause is a variable clause ∆1 ⇒ ∆2 such that ⇒ ∆2µ does
not contain any trivial equation like x = x, where µ is the a-mgu of ∆1 ⇒ ∆2;
the number of free variables of ∆2µ is called the cardinal of the cardinality
constraint clause ∆1 ⇒ ∆2. For example, the clause x = y ⇒ y = z1, x = z2 is a
cardinality constraint clause whose cardinal is 3 (notice that this clause is true
only in the one-element model).

Lemma 5.1. If a satisfiable set S of clauses contains a cardinality constraint
clause ∆1 ⇒ ∆2, then S cannot have a model whose domain is larger than the
cardinal of ∆1 ⇒ ∆2.

Proof. Let µ be the a-mgu of ∆1 ⇒ ∆2. By definition of a cardinality constraint
clause, the clause ⇒ ∆2µ does not contain trivial equations; if n is the number
of distinct variables in ⇒ ∆2µ, then there cannot be more than n − 1 distinct
elements in any model of S. ut

The next crucial lemma expresses the property that an invariant superposi-
tion module discovers a cardinality constraint clause whenever the input set of
clauses does not admit infinite models.

Lemma 5.2. Let (Σ,K,�) be a suitable ordering triple. Let SP(Σ,K,�) be an
invariant superposition module. If S0 is a satisfiable finite set of clauses, then
the following conditions are equivalent:

(i) the set S∞ of persistent clauses in an S0-derivation of SP(Σ,K,�) con-
tains a cardinality constraint clause;

(ii) S0 does not admit infinite models.

Proof. The implication (i) ⇒ (ii) is proved by Lemma 5.1. To show (ii) ⇒ (i),
assume that the set S0 does not have a model whose domain is infinite. By
Lemma 3.1, there must exist a natural number N such that every model M of
S0 has a domain with at most N elements. Since a cardinality constraint clause



does not contain constants, it is in S∞ iff it is in (S∞)+N . Hence, by Definition
5.4 of an invariant superposition module (considering (S0)+N rather than S0, if
needed) we are free to assume that the constants {c1, . . . , cN} do not occur in
S∞. Recall also that, according to the definition of a suitable ordering triple, the
constants {c1, . . . , cN} are the smallest ground ΣK-terms.

According to the definition of superposition module (cf. Definition 5.3), since
S0 is assumed to be satisfiable, S∞ is model-saturated, which means that the
convergent rewrite system RS∞ is a model of S∞ (hence also of S0, which is
logically equivalent to S∞). Now, since S0 does not have a model whose domain
is of cardinality N or greater, there is at least one constant among c1, . . . , cN

which is not in normal form (with respect to RS∞). Assume that ci is not in
normal form (with respect to RS∞) and that each cj (for j < i) is. By model
generation (see section 5.1), to reduce ci we need a rule l → r from a productive
clause C of the kind ∆1 ⇒ l = r, ∆2 ∈ gr(S∞); furthermore, ci can be reduced
only to cj for j < i. The maximality condition 2 of model generation in Section
5.1 on l implies that l is ci and that the remaining terms in C are of the kind cj

for j ≤ i.10 By condition 1 of model generation in Section 5.1, the fact that all
terms cj (j < i) are in RS∞ -normal form, and the fact that RS∞ is a convergent
rewrite system extending RC , it follows that each equation in ∆1 is of the form
cj = cj . Furthermore, again by condition 1 of model generation in Section 5.1,
there is no (trivial) equality of the form cj = cj in ∆2. Since the constants
{c1, . . . , cN} do not occur in S∞, we are entitled to conclude that the productive
clause ∆1 ⇒ l = r, ∆2 is the ground instance of a variable clause, i.e. there must
exist a variable clause C̃ of the form ∆̃1 ⇒ l̃ = r̃, ∆̃2 in S∞ such that C̃θ ≡ C
for some ground substitution θ. Since the antecedent of C consists of trivial
equalities, θ is less general than µ, where µ is the a-mgu of C̃, i.e. we have that
θ = µθ′ for some substitution θ′. Furthermore, since there are no positive trivial
equalities in C ≡ C̃µθ′, there are no positive trivial equalities in C̃µ either, which
implies that C̃ is a cardinality constraint clause belonging to S∞. ut

The following result immediately follows from Lemma 5.2 above, because unsatis-
fiability in infinite models can be detected by looking for a cardinality constraint
clause among the finitely many final clauses of a terminating derivation:

Theorem 5.1. Let T be a finitely axiomatized universal Σ-theory where Σ is
finite. If T is ∃-superposition-decidable, then T is strongly ∃∞-decidable.

5.4 Combining Superposition Modules and SMT Procedures

Invariant superposition modules provide us with means to check whether a the-
ory is strongly ∃∞-decidable (and this answers QUESTION 2 in Section 3.2).
However, the situation is not really clear in practice. By using available state-of-
the-art implementations of the superposition calculus, such as SPASS [24] or E

10 More precisely (this is important for the proof): terms occurring positively can only
be cj for j ≤ i and terms occurring negatively can only be cj for j < i.



function Grounding (N : integer, T : axioms, Γ : Ground literals)
1 introduce fresh constants c1, . . . , cN ;
2 for every k-ary function symbol f in Γ ∪ T (with k ≥ 0), generate the positive

clauses
N_

i=1

f(a1, . . . , ak) = ci

for every a1, . . . , ak ∈ {c1, . . . , cN} and let E be the resulting set of clauses;
3 for every clause C ∈ T , instantiate C in all possible ways by ground substitutions

whose range is the set {c1, . . . , cN} and let Tg be the resulting set of clauses;
4 return the set Tg ∪ E ∪ Γ .
end

Fig. 1. Computing equisatisfiable sets of ground clauses for instances of the constraint
satisfiability problem of theories with no infinite models

[20], with suitable ordering, we have run concrete invariant superposition mod-
ules for a theory T≤k, admitting only finite models with at most k− 1 elements,
axiomatized by an appropriate “at most” cardinality constraint, see (2). Indeed,
according to Definition 5.4, the hard part is to prove termination for arbitrary
input clauses of the form T≤k ∪ Γ , where Γ is a set of ground literals. Our pre-
liminary experiments were quite discouraging. In fact, both SPASS and E were
able to handle only the trivial theory T≤1 (axiomatized by ⇒ x = y). Already
for T≤2 (axiomatized by ⇒ x = y, x = z, y = z), the provers do not terminate
in a reasonable amount of time although we experimented with various settings.
For example, while SPASS is capable of finding a saturation for T≤2 ∪ Γ when
Γ := ∅, it seems to diverge when Γ := {a 6= b}. This seems to dramatically
reduce the scope of applicability of Theorem 5.1 and hence of Theorem 3.2.

Fortunately, this problem can be solved by the following two observations.
First, although a superposition module may not terminate on instances of the
constraint satisfiability problem of the form T ∪ Γ , where Γ is a constraint and
T does not admit infinite models (such as T≤k, above), Lemma 5.2 ensures that
a cardinality constraint clause will eventually be derived in a finite amount of
time: if a clause C is in the set S∞ of persistent clauses of a derivation S0, S1, . . . ,
then there must exists an integer k ≥ 0 such that C ∈ Sk (recall Definition 5.3).
Second, when a cardinality constraint clause C is derived from T ∪ Γ , a bound
on the cardinality of the domains of any model can be immediately obtained
by the cardinal associated to C. It is possible to use such a bound to build an
equisatisfiable set of clauses (see Figure 1) and pass it to an SMT procedure for
the pure theory of equality (e.g., those in [9, 3, 10, 11]) or to a model builder.
The observations above motivate the following relaxation of the notion of an
∃-superposition-decidable theory.

Definition 5.6. Let (Σ,K,�) be a suitable ordering triple. A universal and
finitely axiomatized Σ-theory T is weakly-∃-superposition-decidable iff there ex-
ists an invariant superposition module SP(Σ,K,�) such that for every ΣK-



constraint Γ , any T ∪ Γ -derivation either (i) terminates or (ii) generates a car-
dinality constraint clause.

We can easily adapt Theorem 5.1 to this new definition.

Theorem 5.2. Let T be a universal and finitely axiomatized Σ-theory, where
Σ is finite. If T is weakly-∃-superposition-decidable, then T is strongly ∃∞-de-
cidable.

Proof. Decidability of Σ-constraints in T -models can be obtained by halting
the invariant superposition module, as soon as a cardinality constraint clause
is generated at some stage i, and applying an SMT procedure for the theory
of equality or a model builder to the set of clauses produced by applying the
function Grounding of Figure 1 to Si. Satisfiability in infinite models is answered
negatively if a cardinality constraint clause is generated; otherwise, we have
termination of the invariant superposition module and if the empty clause is not
produced, satisfiability is reported by Lemma 5.2. ut

6 Conclusion and Future Work

By classifying the component theories according to the decidability of constraint
satisfiability problems in arbitrary and in infinite models, respectively, we ex-
hibited a theory T1 such that T1-satisfiability is decidable, but T1-satisfiability
in infinite models is undecidable. It follows that satisfiability in T1 ∪ T2 is unde-
cidable, whenever T2 has only infinite models, even if signatures are disjoint and
satisfiability in T2 is decidable. In the second part of the paper we strengthened
the Nelson-Oppen combination result, by showing that it applies to theories
over disjoint signatures, whose satisfiability problem, in either arbitrary or infi-
nite models, is decidable. We showed that this result covers decision procedures
based on superposition, offering an alternative to the results in [1].

An interesting line of future work consists of finding ad hoc contraction rules
which allow the superposition calculus to terminate on theories that do not admit
infinite models such as the T≤k’s considered in Section 5.4.
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