On the distinctiveness of the electricity load profile
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\section*{A B S T R A C T}

The recent increasing availability of fine-grained electrical consumption data allows the exploitation of Pattern Recognition techniques to characterize and analyse the behaviour of energy customers. The Pattern Recognition analysis is typically performed at group level, i.e. with the aim of discovering, via clustering techniques, groups of users with a coherent behaviour – this being useful, for example, for targeted pricing or collective energy purchasing. In this paper we took a step forward along this direction, investigating the possibility of discriminating the behaviours of single users – i.e., in a biometrics sense. This aspect has not been properly addressed and would pave the way to crucial operations, such as the derivation of alternative advertising schemes based on behavioural targeting. To investigate the uniqueness of the load profiles (i.e. the daily consumption of electrical energy), in our study we used the raw data (the original energy consumption time series) as well as different types of features such as frequency coefficients and normalized load shape indexes, together with various classification schemes. Results obtained on two real world datasets suggest that the load profile does contain significant distinctive information about the single user.

© 2017 Elsevier Ltd. All rights reserved.

\section*{1. Introduction}

Over the past two decades, power and energy systems have been experiencing a huge transformation, due to the increase of importance of renewable energy sources such as solar, hydroelectric and wind power. In this perspective, the balancing of power sources and consumer demand becomes a serious challenge that cannot totally rely on local production and energy storage systems, but rather requires non isolated grids and intelligent reversal of the load flows, following customer needs. This drastic change opens new and challenging problems for intelligent control systems which must face a number of new interesting issues: in this sense Pattern Recognition tools \cite{1} may be of paramount importance, being able to provide solutions to problems such as forecasting of energy prices, optimal dispatching, consumer segmentation, and energy demand allocation \cite{2–5}. In particular, the availability of fine-grained electrical consumption data (due to the recent large scale deployment of intelligent metering infrastructures), coupled with an increasing and worldwide energy market liberalization, results in a growing interest in discovering and categorizing groups of users which share similar behaviours. This is usually done via clustering of the so called user load profiles, i.e., the users’ consumption of electrical energy over a given period, as measured by the so called Advanced Metering Systems (AMS). Interestingly, this has to do with models taking into account the dynamics and the magnitude of the consumption and the ability to capture in the models exogenous factors (type of appliances, insulation) or context factors (occupancy, weather, seasons, holidays). With reference to Fig. 1, a typical processing scheme includes the following steps \cite{6}:

- temporal aggregation;
- context filtering;
- metadata generation;
- data analysis.

In this scheme, temporal aggregation is used to define the temporal granularity of the data consumption collection (hourly, daily, etc.) while the context filtering stage takes into account specific factors such as holidays, seasons and temperatures. Metadata generation is probably the most critical step in the proposed processing scheme. In fact, starting from a coherent set of temporal measures (load profiles), a number of quantitative descriptors can be derived; in the literature, these descriptors are often denoted as feature functions \cite{6} because they act on the load profiles transforming the original time representation into a more compact or more discriminative representation. Examples of quantitative descriptors are the load factor and the night/lunch impact \cite{7,8}; the
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Fast Fourier Transform is another example of data manipulation giving evidence to the content, in the frequency domain, of the original time representation.

The final analysis step is typically devoted to the clustering of the various load profiles, in order to detect coherent groups of users. This task can be very difficult due the number of groups which is generally unknown and the number of users that can be very high in real applications.

Different approaches have been proposed to face this problem: for example, in [7] authors propose a framework to characterize groups of users based on simple load descriptors. They also prove the robustness of the proposed method with respect to missing data and outliers. Carpaneto and colleagues [9] propose a scheme based on the frequency domain. In contrast, other approaches [10,11] consider each load profile as time sequence of load measurements and apply various unsupervised learning techniques for clustering (Self Organizing Maps, K-means and Hidden Markov Models among others). A good overview of applicable pattern recognition tools is given in [12]; this paper also includes a detailed description of most interesting clustering methods and proposes several consistency measures adequate to evaluate the performance of these methods. Another review is given in [13], discussing in particular how the number of categories can vary depending on locations and type of loads (public, industrial, residential). A deep investigation of clustering methods applied to the domestic sector in Ireland has been recently presented in [14]; authors consider few profile categories and a customer is essentially defined by a vector of likelihood coefficients, showing the statistical association of the customer to each of the profile groups defined.

Even though the above work represent an impressive progress in this area, there is an urgent need for advanced analysis of energy usage data. For example energy companies are becoming more and more interested in targeted advertisement, personal tarification [15] or even in detecting frauds [16] and changes in the composition of the group of people living in a given house. Analysts have begun to use these data for different goals, such as for example the optimal allocation of the energy flows and the reduction of purchase prices, or to help retailers designing new pricing models for implementing more accurate demand and supply profiles [8,10,11]. For all these applications, methods which work at group level are not enough, since the characterization and discrimination should be done at the user level: in other words, there is a need for automatic systems able to characterize and discriminate every user related to a single metering system: this crucial aspect has never been investigated in the literature, and represents the main goal of this paper. In particular, starting from some preliminary and encouraging results [17], this paper investigates different types of metadata and classification schemes to understand if an answer exists to the following key question: does every single user have a unique behaviour when consuming electrical energy? or, in different terms, can the electrical energy consumption related to a single AMS be considered as a distinctive behavioural trait? As better explained in the following, an answer to this question may open the possibility of devising novel targeting strategies and at the same time it would spur an important discussion on important privacy issues.

To answer the above question, in this paper we develop a classification system to identify a specific user (or, more precisely, a specific AMS) among several users, on the base of the electrical consumptions over a given period of time (i.e., a load profile). We investigate different metadata characterizing load profiles, including raw measurements, frequency characterizations and typical load shape indexes. We also investigate two classification schemes: the former is based on the classical Nearest Neighbour rule (i.e., it assigns an unknown object to the class of its Nearest Neighbour); the second scheme follows the classical Bayesian classification [1], based on Hidden Markov Models (HMM – [18]). This probabilistic approach has been widely used to characterize sequential data, and has been recently applied to the problem of clustering load profiles [19] (in particular to characterise relationships between consumers’ preferences or behaviours and electricity consumption [11]). The empirical evaluation is based on two databases composed of real load profiles, collected in the UK and in Portugal from several hundreds of metering systems. The system is trained on a known set of profiles, and tested on an hold out set. Our classification results suggest that the energy load profile does indeed contain user-specific discriminative information.

The rest of the paper is organized as follows: Section 2 details the problem of personal tariffication and behavioural targeting, unfolding the complexity of the problem and the potential benefits of a behavioural analysis, also from an economic point of view. Section 3 presents the proposed approach, also in relation to related works, detailing both the choice of metadata and the proposed classification scheme. The empirical evaluation of the proposed approach is given in Section 4, while Section 5 concludes the paper.

2. Personal targeting for the energy market

In this section we provide some considerations on the impact that the distinctiveness of the user load profiles may have on the energy market. In particular, we are convinced that the behavioural peculiarities of the load profile may lead to the so-called behavioural targeting (BT) [19] in the energy market. BT is a kind of advertising that is based on the analysis of the peculiar and dis-
tinctive behaviour a user shows in a specific context. Starting from
the seminal analysis of Grossman and Shapiro in 1984 [19], the in-
erest of economics literature on this field has grown significantly.
From a market perspective, it should be also noted that advertis-
ing using behavioural targeting is becoming an important indus-
try: eMarketer estimated that online advertisers spent more than
$1.3 billion in targeted advertising in 2011, and the figure was ex-
pected to rise to more than $2.6 billion in 2014 [20]. Usually, when
speaking about BT, we refer to media frameworks. Platforms (such
as Google), have access to technologies allowing to gather infor-
mation on the behaviour of platform users, making it possible to
customize consumers (see [21]). Advertisers may submit bids that
depend, for instance, on the correspondence between the website’s
content and the advertisement, but also on data about the loca-
tion of the consumer (obtained through the Internet Protocol IP
address). This kind of advertisement makes sense also because the
behaviour of people in Internet contains distinctive traits (for ex-
ample, it has been shown that it is possible to distinguish between
different users on the basis of the browsing histories [22] or even
the way they marked as favourite Flickr pictures [23].)

The introduction of new technology, such as modern AMS, in
the electricity market allows to collect data related to the possi-
ble distinctive energy consumption style – this typically results in
group-based targeting/pricing. We are convinced that this would
be pushed even more, by effectively applying behavioural targeting
also in this non-internet-based system; clearly, as a crucial start-
ing point, the energy load profile should contain distinctive be-
hauioural information – and this represents the main scope of the
present work.

From the economic point of view, as pointed out by De Cornière
and Nijis [21], the disclosure of this behavioural information can
improve the match between advertisers and consumers; however
it remains crucial to reply to the following two questions: i) is
it profitable for the advertisers? ii) is it good for the consumers?
The first reply is quite simple if we observe the data. As reported
above, the eMarketer estimated that online advertisers spent more
than $1.3 billion in targeted advertising in 2011 (rising to more
than $2.6 billion in 2014 [20]).

The situation is quite different for the consumers. On the pos-
itive side, the advertiser can condition their contract proposal on
information about consumers, the better the information deliv-
ered to the advertiser, the more focused the proposal. In short,
the matching between the supply (advertiser) and the demand
side (consumers) will be efficient. On the negative side, since good
matches correspond to higher marginal revenues for advertisers,
it can be shown that disclosure of personal information leads to
higher prices for consumers. The fact that disclosure can lead to
higher prices, for [21], comes from the observation that the firms
can condition their proposal on consumers’ characteristics: more
specifically, the disclosure of information leads to a situation in
which firms expect their ads to reach only the consumers with a
low price-elasticity of demand (the good matches). Firms then ra-
 tionally set higher prices ex ante. Moreover, as outlined by Esteban
et al. [24], there is the possibility that higher prices can derived
from the higher costs of the targeting.

Whether positive effects compensate negative effects remains
an open issue, to be investigated in a more economic oriented fu-
ture work. However, trying to understand whether electricity load
profiles can be used to identify user-specific behaviours is a key
question and is the main focus of this work.

3. The classification scheme

In this paper we aim at discriminating single users based on
their load profile and to this end we focus on a classification prob-
lem. As mentioned in the introduction, several works in the litera-
ture consider the analysis of users in the energy domain, proposing
a wide spectrum of approaches, various types of metadata and sev-
eral techniques [6,14]. However, all these approaches focus on the
clustering problem, i.e. on the aggregation of users in few groups.
Moreover, several studies reveal that the consistency of user ag-
gregation can vary significantly depending on various characteris-
tics (such as season, features of the house and behaviours of users
[6]). This interesting analysis suggests that the energy load profile
might be a powerful trait to discriminate users. Specifically, in this
section we detail our methodology for user identification. The
starting point is the “electricity load profile”, that is the recorded
energy consumption of each user throughout the 24 h of the day
(typically every 15–30 min). According to this definition, a single
profile is a vector of measurements and a single user is charac-
terized by a set of profiles, one for each day. Fig. 2 gives a visual
representation of such load profiles for different users and differ-
ent days (data from the EnergyUK dataset – see the experimental
part).

As previously stated, the load profile can be characterized by
considering various metadata. In particular we employ here three
different representations based on time, frequency and load shape
indexes [7,25]. Given these metadata, two different classification
schemes are proposed: the former based on the Nearest Neighbour
approach and the second based on probabilistic HMM. Since
the application of HMM is specific to sequential data, only time repre-
sentation is used in the second classification scheme.

3.1. Metadata definition

Time. The full load profile is used, namely the T-dimensional
vector returned by the acquisition device. Note that this choice is
quite common in clustering energy profiles – e.g. [10,11].1 The
signals are not normalized (for example by applying z-score nor-
malization), so to maintain all possible information on the energy
of the signal (the absolute scale of the consumption profile) which
might be useful to differentiate among users.2

Frequency. In order to investigate how the frequent content
may be helpful to discriminate among users, Fast Fourier Trans-
form is applied to the load profile. After a careful evaluation of the

1 Note that a small level of Gaussian smoothing is applied in order to remove
some fluctuations due to the sampling intervals.
2 Actually, different types of normalization, including the z-score normalization
have been evaluated; results are not shown here but the normalization schemes
decreased the performance of the classification approach in all the experiments.
frequency content of the profiles, only the first 10 coefficients have been retained.

**Normalized load shape indexes.** These feature functions derive from the load profile a compact set of values (indexes). These indexes are effective in the characterization of groups of users, as recently shown by Figueiredo and colleagues [7,25]. Since they are widely used in various studies, shape indexes are included in the present work: in particular, a selection of three indexes suggested in [7] is applied:

1. **Load factor:**
   \[
   LF = \frac{P_{av\_day}}{P_{max\_day}}
   \]
   (1)
   where \( P_{av\_day} \) is the average consumption computed throughout the whole day, and \( P_{max\_day} \) represents the highest recorded peak of consumption.

2. **Night impact:**
   \[
   NI = \frac{1}{3} \frac{P_{av\_night}}{P_{av\_day}}
   \]
   (2)
   where the average consumption during the night, \( P_{av\_night} \) is related to the data recorded from 11 p.m. to 7 a.m. (8 h in total).

3. **Lunch impact:**
   \[
   LI = \frac{1}{8} \frac{P_{av\_lunch}}{P_{av\_day}}
   \]
   (3)
   where the average of the profile during the lunch time \( P_{av\_lunch} \) is assumed to last from 11.30 a.m. to 2.30 p.m. (3 h in total).

The three shape indexes above are computed for every load profile; a single day of a given user is thus characterized as a 3-dimensional feature vector.

3.2. **Classification**

The goal of the proposed study is to investigate the uniqueness of the electric load profile of a given user. To do that, a key issue is the design of a classification scheme, that is a method to assign a given unknown profile into one over a set of predetermined users. In what follows we detail the two classification schemes adopted (both are basic, well known approaches) and their application for load profile classification.

**Nearest Neighbour scheme.** In the Nearest Neighbour scheme, the classifier assigns an object to the class of its Nearest Neighbour; the definition of a suitable distance measure (can be either based on “similarity” or “dissimilarity” features) is therefore crucial. The distance metrics adopted in the present work are introduced in the following, together with the motivations behind these choices. Note that the L1 and the L2 norms (the Manhattan and the Euclidean distances, respectively) are the first distance metrics introduced. In fact these metrics are very common, widely applied for Pattern Recognition purposes, and also specifically applied to clustering problems in the energy domain (see for instance [10]). Given two profile representations \( \textbf{p} = p_1, \ldots, p_T \) and \( \textbf{q} = q_1, \ldots, q_T \), L1 and the L2 norms are defined as follows:

L1 norm (Manhattan distance):
\[
L1(\textbf{p}, \textbf{q}) = \sum_{i} |p_i - q_i|
\]
(4)

L2 norm (Euclidean distance):
\[
L2(\textbf{p}, \textbf{q}) = \sqrt{\sum_{i} (p_i - q_i)^2}
\]
(5)

It is worth noting that L1 and L2 norms make sense for all the considered metadata; on the other hand we also investigate several additional metrics specifically designed for the time signal representation and based on the concept of signal correlation, which is a standard and widely used method to compare time series [26].

Given two profiles \( \textbf{p} = p_1, \ldots, p_T \) and \( \textbf{q} = q_1, \ldots, q_T \), standard Zero Lag Cross Correlation (ZLCC) is defined as:

Zero Lag Cross Correlation:
\[
CC_0(\textbf{p}, \textbf{q}) = \frac{\sum (p_i - q_i)}{||\textbf{p}|| ||\textbf{q}||}
\]
(6)

This is the first additional metric adopted. The second metric investigated, again based on signal correlation, takes into account the fact that activities characterizing a specific user in different days may not be completely overlapped but there can be a small time lag; for example this could happen if an early departure for work leads to anticipate a number of activities with respect to a regular day. In order to capture this behaviour, cross correlation can be computed by allowing some time steps of lag, and retaining at the end the maximum of the correlations. Following this rationale, two lag-based measures have been adopted:

Max (1-lag) Cross Correlation:
\[
CC_1(\textbf{p}, \textbf{q}) = \max_{m(-1:0:1)} \frac{\sum (p_i - (q_i + m))}{||\textbf{p}|| ||\textbf{q}||}
\]
(7)

Max (2-lag) Cross Correlation:
\[
CC_2(\textbf{p}, \textbf{q}) = \max_{m(-2:-1:1:2)} \frac{\sum (p_i - (q_i + m))}{||\textbf{p}|| ||\textbf{q}||}
\]
(8)

Finally, we also investigated the fact the lags displacement in the daily activities can vary depending on the kind of activity carried on; for example the way people watch the TV or have a dinner can be similar but watching the TV and having a dinner can take place at different hours in different days. In order to capture this behaviour we repeated the computation of the Max 2-lag cross correlation (as defined above) for small overlapping windows lasting 4 h and overlapping for two hours. This strategy allows to best align consumptions related to different parts of the day, taking at the end the mean or the max computed correlation value.

More precisely, defining as \( z \) the total number of overlapped sub-windows \( w_i(\cdot) \) extracted from a given profile and lasting exactly 4 h, two additional measures have been defined as:

Max Windows Mean (2-lag) Cross Correlation:
\[
CC_{MeanW2}(\textbf{p}, \textbf{q}) = \frac{1}{z} \sum_{i=1}^{z} CC_2(w_i(\textbf{p}), w_i(\textbf{q}))
\]
(9)

Max Windows Max (2-lag) Cross Correlation:
\[
CC_{MaxW2}(\textbf{p}, \textbf{q}) = \max_{i \in [1, \ldots, z]} CC_2(w_i(\textbf{p}), w_i(\textbf{q}))
\]
(10)

**Hidden Markov Model-based Bayesian classification.** This scheme revives the classical Bayesian decision scheme [1], which assigns an unknown pattern to the class which shows the highest posterior probability, or, assuming equiprobable classes, the highest class conditional probability. In our case, class conditional probabilities are modelled using Hidden Markov Models [18], a probabilistic technique whose effectiveness has been shown in various recognition scenarios. In few words, a discrete-time first order HMM [18] is a probabilistic model that describes a stochastic sequence \( \textbf{O} = (O_1, O_2, \ldots, O_T) \) as being an indirect observation of a hidden Markovian random sequence of states \( \textbf{Q} = (Q_1, Q_2, \ldots, Q_T) \), where \( Q_t \in \{1,2, \ldots, N\} \) (the set of states), for \( t = 1, \ldots, T \). Associate to each state there is a probability function, called emission probability function, which describes the probability of emitting a given symbol from such state. A HMM is then completely specified by a set of parameters \( \lambda = \{A, B, \pi\} \) where \( A = (a_{ij}) \) is the transition matrix \( a_{ij} \) is the probability of passing
from state $i$ to state $j$), $\pi = (\pi_i)$ is the initial state probability distribution ($\pi_i$ is the probability that system starts from state $i$) and $B = (b_i)$ is the set of emission probability functions, i.e. $b_i(o)$ is the probability of emitting the symbol $o$ when the system is in state $i$. In the considered case, the observations are continuous, therefore we assume that each $b_i$ is a Gaussian probability density function.

Given a set of sequences $\{o^{(i)}\}$, the training of the model permits to estimate the best parameters $\lambda = [A, B, \pi]$, i.e. the parameters that maximize the probability $P(\{o^{(i)}\}\mid \lambda)$. This step if typically performed by using the Baum-Welch re-estimation technique [18].

Given a sequence $o$, it is possible to evaluate how well this sequence is modelled by the HMM, using a procedure called evaluation. In particular, using a procedure called forward-backward procedure [18] it is possible to estimate the log probability $\log P(o\mid \lambda)$, given a model $\lambda$ and the sequence $o$ to be evaluated.

To summarize, given a C-class problem, our Bayesian classification scheme is realized in the following way: for every class $c$, corresponding to a given user, a HMM $\lambda_c$ is trained; to this purpose only the training sequences (profiles) belonging to such class are used, obtaining as a result the set of C models $\lambda_1, ..., \lambda_C$. In the subsequent testing phase, an unknown load profile $o = (o_1, ..., o_T)$ is assigned to the class whose model shows the highest likelihood (note that to each class is assigned the same prior probability).

4. Experimental evaluation

This section contains the empirical evaluation for our approach. We first describe our empirical methodology and then present a wide set of results, investigating different representation schemes and different versions of the recognition approach. Subsequently, we introduce an analysis on how well the introduced schemes scale with the size of the dataset. Further, we propose some considerations and experiments on how it is possible to aggregate more days to characterize a given user. Finally, we present some considerations on how sensible these results are with respect to the different seasons.

4.1. Empirical methodology

The data employed in our experiments derive from two sources, both related to settings typically employed in the domain of collective energy purchasing, where the goal is to find group of energy consumers in order to purchase electricity at more convenient fares [27,28].

More precisely, in the first dataset (called EnergyUK), a load profile contains the recording of the consumption of energy in a given household at fixed intervals (half hour); data have been recorded over a period of one month, in 2009, for several houses in UK. In Fig. 2 we provide some examples of load profiles, covering different customers in different days. The second dataset, which we call EnergyPT, contains again daily consumption, but now recorded every 15 min (for a total of 96 values per day), related to several different Portuguese clients recorded during the period 2011–2014 [29].

Most of the tests have been performed by using the first dataset (EnergyUK): actually, the fact that all the load profiles have been gathered during the same month allows to investigate only person-specific characteristic behaviours, leaving aside the possible presence of discriminant traits due to seasonality. However, to investigate a larger temporal domain, we also performed some experiments on the EnergyPT dataset, in order to understand how difficult is to classify profiles while changing seasons.

As in any classification test, it is important to keep separated the data used for training the system from the data used to test it. Here, for the (EnergyUK) dataset, we employed as training set the first 2 weeks of the month, using the remaining days as testing set. For what concerns the EnergyPT dataset, – as it will be clearer later – we employed signals derived from one season to train the system, whereas testing is performed with signals deriving from the other seasons. Our analysis employs the so-called Cumulative Match Curve (CMC); this represents a widely used performance indicator, typically employed when testing behavioural biometrics [30] and is more informative than the error of the classification scheme. To compute such measure, for every testing load profile a ranking of the identities matched by the system is determined: clearly, the top matched identity (i.e. the identity for which the matching score is maximum) represents the class assigned to such testing profile. Given the ranking, the CMC at axis $k$ indicates the percentage of times at which the correct identity is found within the top $k$ matches: $k$ is spanned along all possible values (from 1 to the number of classes). In order to summarize the CMC, typically the normalized Area Under the Curve (nAUC) is measured. This parameter, similarly to what is done for the ROC curve, represents an useful summarizing measure: the higher this value, the better the recognition capabilities of the investigated system.

For what concerns Hidden Markov Models, in all the experiments the training has been carried out using the classical Baum-Welch procedure [18]; this iterative procedure stops when the log likelihood reaches a stable value. The Baum-Welch procedure performs a local optimization, therefore it is highly sensible to the initialization of the parameters. Following a classical approach employed in different applications dealing with Continuous Gaussian HMM, the parameters have been initialized via clustering, employing a Gaussian Mixture model. A free parameter of Hidden Markov Models is represented by the number of states, which drives the complexity of the model. Here we adopted an automatic scheme described in [31], which determines the best number using only the training set.

4.2. First experiment: comparing different features and classification schemes

In the first group of experiments we focused on a set composed by 100 users extracted from the EnergyUK dataset, which we analysed by using various metadata and various versions of the 2 classification approaches. In this case, the main objective is to determine the best configurations, usable in the subsequent tests. To smooth the raw profile (when applied), we employed a Gaussian filtering – sigma varies between [0.6 and 2.2]. The nAUC values, for all cases, are reported in Table 1. In the best case, the nAUC is 0.927: considering that the signal is a behavioural trait, this represents a reasonably high value – please compare with [32], which analyses more established traits (like voice or gait). Among the two classification schemes, the Bayesian approach seems to perform best, being able to capture, via the learning phase, the unique characteristics of every subject. Nonetheless, also the NN scheme is reasonably accurate, except when used with the correlation measures, which probably are too flexible. For what concerns metadata, it seems evident that the Load Shape Indexes, a good choice for general data-mining [7,25], is not sufficient to capture the differences between subjects.

4.3. Second experiment: scalability

Here we study the capabilities of the presented strategies to scale in a reasonable way while increasing the number of the considered subjects. To conduct the experiments we selected the two best schemes, as determined in the previous section ("Smooth TR + L1 + NN" and "TR + HMM"), evaluating them with 200, 300 and 400 users of the EnergyUK dataset. Obtained results are presented in Table 2 – where, for sake of clarity, we presented also the
Table 1

<table>
<thead>
<tr>
<th>Nearest Neighbour schemes</th>
<th>Classifier</th>
<th>nAUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Metadata</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TR</td>
<td>L1 + NN</td>
<td>0.855</td>
</tr>
<tr>
<td>TR</td>
<td>L2 + NN</td>
<td>0.798</td>
</tr>
<tr>
<td>TR</td>
<td>C1 + NN</td>
<td>0.725</td>
</tr>
<tr>
<td>TR</td>
<td>C2 + NN</td>
<td>0.752</td>
</tr>
<tr>
<td>TR</td>
<td>C1 + C2 + NN</td>
<td>0.755</td>
</tr>
<tr>
<td>TR</td>
<td>C1 + C1 + C2 + NN</td>
<td>0.780</td>
</tr>
<tr>
<td>TR</td>
<td>C1 + C1 + C1 + C2 + NN</td>
<td>0.699</td>
</tr>
<tr>
<td>Smooth TR</td>
<td>L1 + NN</td>
<td>0.868</td>
</tr>
<tr>
<td>Smooth TR</td>
<td>L2 + NN</td>
<td>0.839</td>
</tr>
<tr>
<td>Smooth TR</td>
<td>C1 + NN</td>
<td>0.759</td>
</tr>
<tr>
<td>Smooth TR</td>
<td>C1 + C1 + NN</td>
<td>0.766</td>
</tr>
<tr>
<td>Smooth TR</td>
<td>C1 + C1 + C1 + NN</td>
<td>0.763</td>
</tr>
<tr>
<td>Smooth TR</td>
<td>C1 + C1 + C1 + C1 + C2 + NN</td>
<td>0.781</td>
</tr>
<tr>
<td>Smooth TR</td>
<td>C1 + C1 + C1 + C1 + C1 + C2 + NN</td>
<td>0.749</td>
</tr>
<tr>
<td>FR</td>
<td>L1 + NN</td>
<td>0.848</td>
</tr>
<tr>
<td>FR</td>
<td>L2 + NN</td>
<td>0.845</td>
</tr>
<tr>
<td>LSI</td>
<td>L1 + NN</td>
<td>0.722</td>
</tr>
<tr>
<td>LSI</td>
<td>L2 + NN</td>
<td>0.722</td>
</tr>
<tr>
<td>HMM schemes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Metadata</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TR</td>
<td>HMM + Bayes Rule</td>
<td>0.927</td>
</tr>
<tr>
<td>Smooth TR</td>
<td>HMM + Bayes Rule</td>
<td>0.905</td>
</tr>
</tbody>
</table>

Table 2
(EnergyUK dataset): Scalability results.

<table>
<thead>
<tr>
<th>Classes</th>
<th>100</th>
<th>200</th>
<th>300</th>
<th>400</th>
</tr>
</thead>
<tbody>
<tr>
<td>NN approach</td>
<td>0.868</td>
<td>0.866</td>
<td>0.860</td>
<td>0.860</td>
</tr>
<tr>
<td>HMM approach</td>
<td>0.927</td>
<td>0.931</td>
<td>0.932</td>
<td>0.929</td>
</tr>
</tbody>
</table>

values obtained with 100 users: interestingly, the performances do not drop when increasing the number of subjects considered.

4.4. Third experiment: aggregating several days in the load profile

In this section we investigate the possible effects of characterizing a subject by aggregating more days: actually, it is possible that the consumption of energy varies according to the different day of the week (e.g. working days vs. weekend). To do that, we consider as user signature 2, 3,..., 7 consecutive days. These profiles are aggregated by averaging (resulting again in a signature of length T) or by concatenation (obtaining a longer signature). In the former case we possibly remove noise (reducing variation inside the class), while in the latter we can have a larger set of (maybe noisy) data. Experiments were conducted using 100 and 200 subjects of the EnergyUK dataset, again with the “Smooth TR + L1 + NN” and “TR + HMM” selected in the previous sections. Table 3 presents the obtained nAUC.

In general, aggregating more days is beneficial for both approaches, with the performances raising from 0.868 to 0.941 for the Nearest Neighbour approach and from 0.927 to 0.971 for the HMM approach. The former scheme gains more with signal averaging, whereas the latter prefers signal concatenation. This is somehow expected: the averaging operation produces more robust instances, which are essential for the NN scheme, based on pairwise comparisons; at the same time, however, the number of training instances is decreased, this makes the HMMs training less robust, being affected by the lower cardinality of the training set.

As a final picture of the performances for this dataset (EnergyUK), we present in Fig. 3 the CMC curves for the two best situations: NN (with averaging) and HMM (with concatenation). The figure clearly confirms the potentialities of our suggestion (i.e. that the user’s load profile contains discriminative information); in the HMM case, by employing a single day, the correct identity of a given user can be identified within the top 20 answers in the 89.4% of the cases. When using more days, such percentage increases even more (94.5% with 7 days). Please note that a random classifier would present a 20% recognition rate. Similar conclusions can be drawn also in the case of 200 subjects (where the random classifier would obtain 10%).

4.5. Fourth experiment: considering seasons

In this section we investigate the robustness of the proposed approach to changes in seasons: in particular, we investigate the capability of the system to recognize a load profile collected in a specific season using a system trained with load profiles gathered in a different season. The results were collected during the year 2012. We split the signals in four sets, each one (approximately) related to a season (January, February and March for Winter, April, May and June for Summer, and so on). We then train the system using a given season e.g. Winter), testing it using another season taken from the remaining ones (e.g. Spring, Summer and Autumn). We repeated the experiments testing all seasons, again with the “Smooth TR + L1 + NN” and “TR + HMM” selected in the previous sections – here we used a single day for the load profile. Table 4 presents the obtained nAUC.

Interestingly, the recognition rates are very high: the system does not suffer too much for the change in the season, but it is able to capture the true traits of a given load profiles. Reasonably,
the worst performances are obtained for winter/summer pairs. It is also interesting to note that the Nearest Neighbour technique outperforms the HMM-based scheme (whereas for the EnergyUK dataset we got the opposite behaviour). Probably, since here the temporal span of the training set is larger (3 month with respect to 15 days), the local NN, which takes the decision based on few profiles, is more suitable than the global HMM, which extracts a single model from all the profiles – which can be somehow different, spanning three months.

In any case, also this experiment clearly confirms the potentials of using load profiles to discriminate users: in the NN case, for the pair Spring/Summer, the correct identity of a given user can be identified within the top 20 answers in the 99.65% of the cases, and within the top 5 in the 94.76% of the cases.

5. Conclusions

The deployment of AMS results in a large amount of fine-grained data that can provide crucial information for the energy distribution process. In this paper we focus on the discriminative power of energy load profile and specifically, we investigate whether the electricity load profile can provide distinctive information, to be exploited by intelligent control systems for advanced tasks such as forecasting, balancing of energy loads, monitoring and optimization of consumptions as well as targeted initiatives. Our work provides empirical evidence that confirms the uniqueness of the behaviours of the users and proposes a practical classification scheme that allows to detect such unique patterns. This represents a preliminary viable tool that can be used by energy market societies to perform advanced analysis of the energy domain.
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