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ABSTRACT

Classification of samples in expression microarray experi-
ments represents a crucial task in bioinformatics and bio-
medicine. In this paper this scenario is addressed by employ-
ing a particular class of statistical approaches, called Topic
Models. These models, firstly introduced in the text mining
community, permit to extract from a set of objects (typically
documents) an interpretable and rich description, based on
an intermediate representation called topics (or processes).
In this paper the expression microarray classification task is
cast into this probabilistic context, providing a parallelism
with the text mining domain and an interpretation. Two
different topic models are investigated, namely the Proba-
bilistic Latent Semantic Analysis (PLSA) and the Latent
Dirichlet Allocation (LDA). An experimental evaluation of
the proposed methodologies on three standard datasets con-
firms their effectiveness, also in comparison with other clas-
sification methodologies.
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The recent wide employment of microarray tools in molec-
ular biology and genetics have produced an enormous amount
of data, which has to be processed to infer knowledge. Due
to the dimension and complexity of those data, automatic
tools coming from Computer Science and Data Analysis re-
search areas have been successfully employed.

Computer Science methodologies may be very useful in
the analysis of microarray data: among others, clear ex-
amples are tools aiding the microarray probe design, im-
age processing-based techniques for the quantification of the
spots, segmentation spot/background, grid matching, noise
suppression [5]), methodologies for classification or cluster-
ing [18]. In this paper we focus on this last class of problems,
and in particular on the classification task. In this context,
many approaches have been presented in the literature in
the past, each one characterized by different features, like
computational complexity, effectiveness, interpretability, op-
timization criterion and others — for a review see e.g. [14,
17].

This paper provides a further contribution toward this di-
rection. In particular we propose to solve the microarray
classification task by employing a particular class of sta-
tistical models, typically known as topic or latent models:
the two most famous examples are the Probabilistic Latent
Semantic Analysis (PLSA — [13]) and the Latent Dirichlet
Allocation (LDA — [3]). These powerful approaches have
been introduced in the text understanding community for
unsupervised topic discovery in a corpus of documents, in
order to correlate the presence of a word in a document
to the particular topic discussed in such document — the
whole corpus of documents can then be described in terms
of these topics. These techniques have also been largely ap-
plied in the computer vision community, in order to discover
scene classes, by the use of visual topics, from a collection
of unlabelled images [4] or to discover groups of geolocated
images [7]. One of the main characteristics of this class
of approaches is represented by their interpretability. Ac-
tually they can model a dataset in terms of hidden topics
(or processes), which can reflect underlying and meaning-
ful structures in the problem. Interpretability of techniques
and results is going to become a stringent need, especially
in bioinformatics: substituting “black box algorithms” (like
PCA) with more intuitive representations may help the bi-
ologist in interpreting both algorithms and results [6]. This
reasoning motivated the definition of a particular instance of
the topic models (called Latent Process Decomposition) for
clustering expression microarray data [16]1. In that paper
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the general training formulation is provided, as well as an
experimental evaluation of its ability in discovering mean-
ingful patterns. In any case, no classification experiments
have been reported.

In this paper we propose to investigate the use of this class
of techniques in the expression microarray classification sce-
nario; in particular we adapt the PLSA and LDA models to
the microarray case, also providing a possible interpreta-
tion; moreover we customize the technique proposed in [16]
in order to deal with the classification task. We show the
suitability of PLSA and LDA in two expression microarray
classification tasks. Since the goal of this paper is to inves-
tigate the representation power of the topic models, here we
employ the simple K-Nearest Neighbor rule [10] on the topic
model-based representations. The methodologies have also
been compared with baseline methods (as PCA [10]) and
with similar results proposed in other papers, with really
encouraging performances.

The rest of the paper is organized as follows: section 2
contains a general description of the PLSA and the LDA
techniques, together with their adaptation and interpreta-
tion in the expression microarray case. The experimental
evaluation is reported in section 3. Finally, in section 4 con-
clusions are drawn and future perspectives are envisaged.

2. TOPIC MODELS

Topic models were introduced in the linguistic scenario,
in order to describe and model documents. The basic idea
underlying these methods is that each document is charac-
terized by the presence of one or more topics (e.g. sport,
finance, politics), which may induce the presence of some
particular words. From a probabilistic point of view, the
document may be seen as a mixture of topics, each one pro-
viding a probability distribution over words. A topic model
represents a generative model for documents, since a simple
probabilistic procedure permits to specify how documents
are generated. In particular, a new document may be gen-
erated in the following way: first choose a distribution over
topics; then, for each word in that document, randomly se-
lect a topic according to its distribution, and draw a word
from that topic. It is possible to invert the process, in order
to infer the set of topics that were responsible for generating
a collection of documents.

The representation of documents and words with topic
models has one clear advantage: each topic is individually in-
terpretable, providing a probability distribution over words
that picks out a coherent cluster of correlated terms. This
may be really advantageous in the expression microarray
context, since the final goal is to provide knowledge about
biological systems, and provide possible hidden correlations.

A variety of probabilistic topic models have been used to
analyze the content of documents and the meaning of words.
These models all use the same fundamental idea — that a
document is a mixture of topics — but make slightly differ-
ent statistical assumptions. In the following we will briefly
review the mathematics of the two topic models employed
in this paper, namely PLSA and LDA.

2.1 PLSA

In the Probabilistic Latent Semantic Analysis (PLSA —
[13]) the input is a dataset of N documents {d;},i=1,..., N,

in [19].
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each one containing a set of words. Before applying PLSA,
the dataset is summarized by a co-occurrence matrix of size
M x N, where the entry <wj,d;> indicates the number of
occurrences of the word w; in the document d;, also called
n(wj, d;). Each document d; has n; words. The presence of
a word w; in the document d; is mediated by a latent topic
variable, z € Z = {z1,..., 2z }, also called aspect class, i.e.,

P(wj,di) = P(w;|zx) P(zk|di) P(ds).

k=1

(1)

In practice, the topic z; is a probabilistic co-occurrence of
words encoded by the distribution P(w|zx), w = {w1,..., wan },
and each document d; is compactly (usually, Z < M) mod-
eled as a probability distribution over the topics, i.e., P(z|d;),
z = {z1,..., 2z }; P(d;) accounts for varying number of words.

The hidden distributions of the model, P(w|z) and P(z|d),
are learnt using Expectation-Maximization (EM) [8], maxi-
mizing the model data-likelihood L:

L= ﬁ ﬁ P(w;, d;)" 3%
VR

i=1j=1

(2)

The E-step computes the posterior over the topics, P(z|w, d),
and the M-step updates the hidden distributions. Once the
model has been learnt, the most used inference, also called
recognition inference, estimates the topic distribution of a
novel document. Here, the learning algorithm is applied fix-
ing the previously learnt distribution P(w|z) and estimat-
ing P(z|d) for the query document. For a deeper review of
PLSA, see [13].

2.2 LDA

Latent Dirichlet Allocation (LDA - [3]) represents an ex-
tension of the PLSA. It is based on the same concepts of
PLSA, namely words, documents and topics. The differ-
ences stem in the fact that the PLSA model does not make
any assumptions about how the mixture weights are gen-
erated, making it difficult to generalize the model to new
documents. On the contrary LDA extends this model by
introducing a Dirichlet prior on the mixture weights, per-
mitting a true generative model for the whole corpus of doc-
uments. The formulation becomes more formal and elegant,
for more details see [11]. In this work we employ the LDA
adaptation given in [16], which was originally designed for
clustering expression microarray. The optimization of the
likelihood function came out to be intractable, so that vari-
ational inference was employed to estimate the parameters
of the model (through an EM approach). The mathematical
formulation of this model is rather complex, and is out of
the scope of this paper — interested readers are referred to
the original paper [16].

2.3 Topic Models and Classification of Expres-
sion Microarray

As deducible from the previous sections, topic models may
be very useful in the expression microarray context, since
they may provide powerful and interpretable descriptions
of experiments. In particular there is an analogy between
the pairs word-document and gene-sample: actually it seems
reasonable to intend the samples as documents and the genes
as words. In fact each sample is characterized by a vector of
genes expressions: the expression level of a gene in a sample



may be easily interpreted as the count of words in a doc-
ument (the higher the number the more present/expressed
the word/gene is). In our case, therefore, we can consider
the expression matrix as the count matrix <wj;, d;> of topic
models. However we are forced to normalize and prepro-
cess the matrix in order to have positive and integer values.
Here we adopted a very simple technique, namely shifting
and rounding the matrix. In some cases, moreover, a proper
matrix scaling had to be applied in order to obtain suit-
able topic models. It is worth noting that gene expression
is subject to complex co-regulation mechanisms, and there
are aspects of this interdependence that cannot be captured
with words co-occurrence. Nevertheless, we will show later
that our methods may work properly even if disregarding
this biological aspect.

Topic models have been originally introduced for cluster-
ing sets of documents: given the dataset, models are trained
and analyzed in order to find clusters. In the classification
scenario, however, we should describe how to carry out the
training and the testing phases. The training phase, in both
PLSA and LDA, is carried out by first learning the topic
models on the training set. Then a set of features is ex-
tracted from each document (through the learned model);
the transformed training set is then used to train a classi-
fier. In the testing phase, the same feature extraction pro-
cess is applied to the test document, resulting in a feature
vector which is then classified using the trained classifier.
In our work we adopted a similar but not identical feature
extraction process in the PLSA and in the LDA cases. In
particular, for PLSA, we employed the scheme proposed in
[4] for natural scene categorization: given a sample d;, we
evaluate the topic probability p(z|d;), this representing a
valid signature for the sample. In the LDA case, in a simi-
lar way, we used as feature vector the variational Dirichlet
parameters obtained after feeding the sample to the trained
generative model (called 7;x in [16] — see the paper for more
details).

In the experimental part we employed a very simple but
effective classifier, namely the K-Nearest Neighbor (using
the Euclidean distance — more complex distances may be
used). Since we are interested in the description power of
the proposed representations, we avoided the use of complex
classifiers. In any case, we will see in the experimental part
that such simple classifier is able to produce really compet-
itive results.

Colon cancer dataset contains 62 samples (2 classes) and
2000 genes (which are a selection of the original 6500 genes,
as in [1]).

The classification strategies described in the previous sec-
tion have been applied to these datasets, by varying the
number of topics of the topic models from 3 to 50 (step
2). However, the experimental evaluation showed that this
parameter is not particularly crucial: in most experiments
classification results did not vary too much when varying
it. Classification errors have been computed using 10-fold
cross validation (with 40 repetitions), using the K-NN clas-
sifier (K has been found with cross validation on the training
set). As explained before, since we are interested in the de-
scription power of the proposed representations we avoided
the use of complex classifiers. In order to augment the sta-
tistical significance of the results, PLSA and LDA trainings
have been repeated 4 times (and results averaged). We used
the PLSA implementation of J. Verbeek 2, whereas the LDA
was adapted from the version developed by the authors of
[16]3. The presented approaches have been directly com-
pared with a standard approach, which performs a Principal
Component Analysis reduction [10] on the whole dataset, re-
taining a number of components able to explain the 99% of
the variance.

As in many expression microarray analyses, a beneficial
effect may be obtained by selecting a sub group of genes,
in order to limit the dimensionality of the problem and
to reduce the possible redundancy present in the dataset.
Here we decided to perform the experiments described above
by repeatedly giving in input different expression matrices,
each one obtained by retaining a particular quantity of rel-
evant genes. Relevance of genes may be measured using
different methodologies, ranging from the simple variance
up to complicate statistics. Here we employed a quite re-
cent and promising technique, called Minimum-Redundancy
Maximum-Relevance feature selection [9, 15]*. We defined
different datasets using a growing number of genes (in a
logarithmic scale between 4 and 1024) and performed the
experiments.

Results for Leukemia2, Leukemial and Colon cancer data-
sets are displayed in Table 1.

3.2 Discussion and comparative evaluations
From Table 1 it is evident that the proposed approaches

perform rather accurately in these experiments. In particu-
lar, the application of a proper gene selection is beneficial for
both techniques, up to a certain level: if too few genes are
retained, the co-occurrence matrices are not able to properly
describe the problem (reasonably, a document with only 4
different words may be very difficult to characterize in terms
of topics). Results are also competitive if compared to re-
sults proposed in [17] on the same datasets, obtained with
different classifiers (in particular different versions of Sup-
port Vector Machines — see the paper for all details), for clar-
ity reported in Table 2. Even if an absolute comparison may
not be carried out (in [17] a slight different testing protocol
has been used, gene selection is not performed everywhere),
it is evident that our description performs comparatively
well.

3. EXPERIMENTAL EVALUATION

In this section the experimental evaluation is presented.
In particular, we describe the employed datasets and the
experimental protocols and parameters; then we provide re-
sults, discussion and comparative evaluations.

3.1 Experimental details and results

The suitability of the two topic models described in the
previous section have been tested in two cancer classifica-
tion tasks (classification of Leukemia and of Colon cancer),
involving three well known datasets: the Leukemia2 dataset
[2], the Leukemial dataset [12] and the Colon Cancer dataset
[1]. The Leukemia2 dataset contains the expressions of 72
samples (organized in 3 classes) with 11225 genes (follow-
ing [17] all the genes with ‘absent’ calls in all samples were
excluded from the analysis). The Leukemial dataset con-
tains 72 samples (2 classes) and 7129 genes. Finally, the

http://lear.inrialpes.fr/ verbeek /software.
http://www.enm.bris.ac.uk/Ipd/.
*http:/ /www.mathworks.com/matlabcentral /fileexchange/14916.
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Leukemia2

N. of genes | PLSA LDA PCA
4 14.97% (29) | 13.93% (5) | 14.11%
8 5.65% (3) | 6.77% (5) | 10.71%
16 6.18% (27) | 3.87% (5) | 4.69%
32 4.98% (7) 0.9% (7) 2.85%
64 2.89% (3) 0.02% (5) | 2.93%
128 3.26% (21) | 0% (9) 2.97%
256 4.07% (5) | 0.25% (5) | 4.11%
512 4.03% (5) 1.18% (7) | 5.61%
1024 3.78% (13) | 9.66% (7) | 5.32%
11225 7.22% (49) | 17.19% (7) | 9.9%
Leukemial
N. of genes | PLSA LDA PCA
1 5.56% (19) | 7.24% (35) | 6.62%
8 5.13% (41) | 6.69% (27) | 8.73%
16 3.87% (9) 4.68% (7) 6.89%
32 3.40% (11) | 1.68% (27) | 4.50%
64 2.25% (9) 0.88% (35) | 5.32%
128 1.82% (13) | 0.82% (37) | 6.16%
256 1.95% (7) 2.06% (13) | 3.26%
512 2.62% (19) 1.52% (13) 6.55%
1024 2.93% (35) | 2.26% (13) | 4.50%
7129 9.05% (43) | 14.92% (33) | 11.68%
Colon Cancer
N. of genes | PLSA LDA PCA
1 13.30% (21) | 18.70% (9) | 17.05%
8 13.28% (45) | 12.26% (15) | 15.26%
16 12.82% (47) | 12.04% (13) | 15.84%
32 10.43% (47) | 11.43% (31) | 16.97%
64 9.81% (7) | 12.84% (9) | 14.70%
128 10.09% (13) | 14.22% (35) | 13.09%
256 10.15% (5) | 12.21% (39) | 10.38%
512 11.05% (7) | 15.57% (35) | 14.12%
1024 11.08% (13) | 14.60% (15) | 15.00%
2000 11.47% (9) | 23.25% (13) | 20.68%
Table 1: Classification errors of the proposed ap-

proaches for different datasets and for different num-
ber of retained genes. For PLSA and LDA, only the
best results over the different number of topics has
been reported (between brackets). In bold the best
result for each technique.

In particular we were able to get an almost perfect ac-
curacy on the datasets while using a very simple classifica-
tion technique, the KNN: this means that the LDA space
is really discriminative, as can be inferred by looking at the
Figure 1, where the three classes are displayed in the 3-
topic LDA space. Concerning the Colon Cancer dataset it
may be noticed that in this case there is a beneficial effect
in using PLSA, whereas LDA is not able to properly cap-
ture the underlying model, performing slightly worse than
the baseline. In any case, the obtained results are really
competitive, if compared with those published in [14] — and
briefly reported in Table 3. The results are obtained with
different methods of gene selection and using a wide variety
of classifiers, spanning from simple linear discriminant anal-
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Method Leukemia2 | Leukemial
SVM version 1 2.50% 2.68%
SVM version 2 2.68% 4.11%
SVM version 3 3.93% 4.11%
SVM version 4 2.50% 4.11%
SVM version 5 2.50% 4.11%
KNN 16.43% 12.86%
Neural Networks 23.39% 8.97%
Probabilistic Neural Networks 15.00% 16.79%

Table 2: Other results on the Leukemial and
Leukemia2 dataset respectively, obtained from [17].
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Figure 1: Resulting space after the application of the
LDA (3 topics, 128 genes selected by MRMR.) on
the Leukemia2 dataset (3 classes, 24 samples each).

ysis to complex support vector machines. In the table only
the best classifier for each gene selection scheme has been re-
ported — see the original paper for detailed description of the
techniques. Also in this case comparison may not be abso-
lute, since a slightly different cross validation procedure has
been employed, but a clear idea of the comparative effective-
ness of the presented methodologies may be obtained. It is
worthwhile to notice that all our results have been obtained
with the simple K-NN; while some improvements may be
obtained by using more sophisticated machines. In order to
show that, we perform on this dataset a further experiment
employing Support Vector Machines (with radial basis func-
tion kernel — parameters have been set again with cross val-
idation on the training set). For topic models, we chose the
configuration leading to the best result with K-NN, namely
PLSA with 64 genes and 7 topics. With this configuration
we were able to reduce the classification error from 9.81%
to 6.52% — this confirming the suitability of the proposed
techniques.

A final comment concerns the interpretability of the re-

Gene selection Best Method Error
BSS/WSS SVM-Rad 14%
Rank-based Diagonal Linear Discr. An. | 14%
Soft-thresholding SVM-Rbf 12%

Table 3: Other results on the Colon Cancer dataset,
obtained from [14].
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Figure 2: Probabilities of the PLSA (3 topics,
64 genes selected by MRMR) on the Leukemia2
dataset. The top plot shows p(z|d), the bottom
p(w|z). From the top one we can observe that the
third topic highly characterizes the first class. In the
distribution displayed below, we can observe that
there are some words (like the fourth) peculiar for
that topic: since words represent genes, this infor-
mation may be exploited to understand the biologi-
cal process.

sults. In particular, as described in the previous section,
samples correspond to documents and genes to words. There-
fore, some interesting properties of the genes may be ob-
tained by visualizing the probability of the documents given
the topics and that of the words given the topics. An ex-
ample is reported in Fig. 2, where p(z|d) and p(w|z) are
displayed. Since there is a particular set of topics related to
one class (in particular the second topic), we may consider
the most important words induced by such topic as the most
crucial genes in that particular class.

4. CONCLUSIONS

In this paper we investigated the suitability of topic mod-
els in the expression microarray classification problem. In
particular, we investigated the Probabilistic Latent Seman-
tic Analysis (PLSA) and the Latent Dirichlet Allocation
(LDA), giving their interpretation and adaptation in the
peculiar applicative scenario. An experimental evaluation
of the proposed methodologies on three standard datasets
confirms the effectiveness of the proposed techniques, also
in comparison with other classification methodologies.
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