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Abstract

We study a hybrid intuitionistic modal logic suitable for reasoning about distribution of resources. The modalities of the logic allow validation of properties in a particular place, in some place and in all places. We provide a sound and complete Kripke semantics. We also define a sound and complete birelational semantics, and show that it enjoys the finite model property: if a judgement is not valid in the logic, then there is a finite birelational counter-model. Hence, we prove that the logic is decidable.
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1 Introduction

In current computing paradigm, distributed resources spread over and shared amongst different nodes of a computer system are very common. For example, printers may be shared in local area networks, or distributed data may store documents in parts at different locations. The traditional reasoning methodologies are not easily scalable to these systems as they may lack implicitly trust-able objects such as a central control.

This has resulted in the innovation of several reasoning techniques. A popular approach in the literature has been the use of algebraic systems such as process algebra [10, 22, 17]. These algebras have rich theories in terms of semantics [22], logics [9, 8, 16, 26], and types [17]. Another approach is logic-oriented [18, 19, 23, 24, 25, 34]: intuitionistic modal logics are used as foundations of type systems by exploiting the propositions-as-types, proofs-as-programs paradigm [14]. An instance of this was introduced in [18, 19], and the logic introduced there is the focus of our study.

The formulae in the logic use the standard intuitionistic conjunctive connectives \( \land \) and \( \top \), and the intuitionistic implication \( \rightarrow \). They also include names, called places. Assertions in the logic are associated with places, and are validated in places. In addition to considering whether a formula is true, we are also interested in where a formula is true. In order to achieve this, the logic has three modalities. The modalities allow us to infer whether a property is validated in a specific place of the system (\( @p \)), or in an unspecified place of the system (\( \Diamond \)), or in any part of the system (\( \Box \)).
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modality $\@ p$ internalises the model in the logic, and hence the logic can be classified as a hybrid logic [1, 2, 4, 5, 6, 7, 31, 32].

A natural deduction for the logic is given in [18, 19], and the judgements in the logic mention the places under consideration. The rules for $\diamond$ and $\Box$ resemble those for existential and universal quantification of first-order intuitionistic logic. We extend the logic with disjunctive connectives, and extend the natural deduction system to account for these. The deduction system is essentially a conservative extension of propositional intuitionistic logic; and it is in this sense that we will use the adjective “intuitionistic” for the extended logic throughout the paper.

As noted in [18, 19], the logic can also be used to reason about distribution of resources in addition to serving as the foundation of a type system. The papers [18, 19], however, lack a model to match the usage of the logic as a tool to reason about distributed resources. In this paper, we bridge the gap by presenting a Kripke-style semantics [21] for the logic extended with disjunctive connectives. In Kripke-style semantics, formulae are considered valid if they remain valid when the atoms mentioned in the formulae change their value from false to true. This is achieved by using a partially ordered set of possible states. Informally, more atoms are true in larger states.

We extend the Kripke semantics of the intuitionistic logic [21], enriching each possible state with a set of places. The set of places in Kripke states is not fixed, and different possible Kripke states may have different sets of places. However, the set of places vary in a conservative way: larger Kripke states contain larger set of places. In each possible state, different places satisfy different formulae. In the model, we interpret atomic formulae as resources of a distributed system, and placement of atoms in a possible state corresponds to the distribution of resources.

The enrichment of the model with places reveals the true meaning of the modalities in the logic. The modality $\@ p$ expresses a property in a named place. The modality $\Box$ corresponds to a weak form of spatial universal quantification and expresses a property common to all places, and the modality $\diamond$ corresponds to a weak form of spatial existential quantification and expresses a property valid somewhere in the system. For the intuitionistic connectives, the satisfaction of formulae at a place in a possible state follows the standard definition [21].

To give semantics to a logical judgement, we allow models with more places than those mentioned in the judgement. This admits the possibility that a user may be aware of only a certain subset of names in a distributed system. This is crucial in the proof of soundness and completeness as it allows us to create witnesses for the existential ($\diamond$) and the universal ($\Box$) modalities. The Kripke semantics reveals that the extended logic can be seen as the hybridisation of the well-known intuitionistic modal system IS5 [12, 27, 30, 33, 13, 38].

Following [12, 30, 13, 38] we also introduce a sound and complete birelational semantics for the logic. The reason for introducing birelational semantics is that it allows us to prove decidability. Birelational semantics typically enjoy the finite model property [28, 38]: if a judgement is not provable, then there is a finite counter-model. On the other hand, Kripke semantics do not satisfy the finite model property [28, 38]. As in Kripke models, birelational models have a partially ordered set. The elements of this set are called worlds. In addition to the partial order, birelational models also have an equivalence relation amongst worlds, called the accessibility, or reachability, relation. Unlike the Kripke semantics, we do not enrich each world with a set of places. Instead, we have a partial function, the evaluation function, which attaches a name to a world in its domain. As we shall see, the partiality of the function is crucial to the proof of decidability.

The partial evaluation function must satisfy two important properties. One, coherence, states that if the function associates a name to a world then it also associates the same name to all larger states. The other, uniqueness, states that two different worlds accessible from one another do not evaluate to the same name. Coherence is essential for ensuring monotonicity of the logical connective $\@ p$, and
uniqueness is essential for ensuring the soundness of introduction of conjunction and implication.

Following [38], we also introduce an encoding of the Kripke models into birelational models. The encoding maps a place in a Kripke state into a world of the corresponding birelational model. The encoding ensures that if a formula is validated at a place in a state of the Kripke model, then it is also validated at the corresponding world. The encoding allows us to conclude soundness of Kripke semantics from soundness of birelational semantics. It also allows us to conclude completeness of the birelational models from completeness of Kripke semantics. We emphasise here that any birelational model resulting from the encoding is restricted in the sense that any two worlds reachable from each other are not related in the partial order. Therefore, the finite model property may fail for Kripke semantics even if it holds for birelational models. Birelational semantics gives us more models, and the fact that worlds reachable from each other can also be ordered is essential to achieve finite model property for birelational semantics (see §3.2, §5.3 and [28, 38]).

Surprisingly, the soundness of the birelational models was not straightforward. The problematic cases are the inference rules for introduction of □ and the elimination of ♦. In Kripke semantics, soundness is usually proved by duplicating places in a conservative way [7, 38]. The partiality of the evaluation function, along with the coherence and uniqueness conditions however impeded in obtaining such a result. It has been noted in [38] that the soundness is also non-trivial in the case of birelational models for intuitionistic modal logic. However, the problems with soundness here arise purely because of the hybrid nature of the logic. Soundness is obtained by using a mathematical construction that creates a new birelational model from a given one. In the new model, the set of worlds consists of the reachability relation of the old model, and we add new worlds to witness the existential and universal properties.

The proof of completeness follows standard techniques from intuitionistic logics, and given a judgement that is not provable in the logic we construct a canonical Kripke model that invalidates the judgement. However, following [38], the construction of this model is done in a careful way so that it assists in the proof of decidability. The encoding of Kripke models into birelational models gives us a canonical birelational model. The worlds of canonical birelational models consists of triples: a finite set of places Q, a finite set of sentences ∆, and a special place q which is the evaluation of the world.

The set of worlds in the canonical birelational models may be infinite. We show that by identifying the worlds in the birelational model up-to renaming of places, we can construct an equivalent finite model, called the quotient model. This allows us to deduce the finite model property for the birelational semantics, and hence decidability of the logic. The proof is adapted from the case of intuitionistic modal logic [38]. The partiality of the evaluation function is crucial in the proof.

The rest of the paper is organised as follows. In §2, we introduce the logic and the Kripke semantics. In §3, we introduce the birelational semantics, and prove the soundness of the logic with respect to birelational models. The encoding of Kripke models into birelational models is also given and it allows us to conclude soundness of Kripke semantics. The construction of canonical models and completeness is discussed in §4. In §5, we construct the quotient model and prove the finite model property for birelational models. Related work is discussed in §6, and our results are summarised in §7. For the sake of a smooth exposition, we have omitted some standard proofs, which are detailed in a companion technical report [11].
2 Logic

We now introduce, through examples, the logic presented in [18, 19] extended with disjunctive connectives, thus giving us the full set of intuitionistic connectives. The logic can be used to reason about heterogeneous distributed systems. To gain some intuition, consider a distributed peer to peer database where the information is partitioned over multiple communicating nodes (peers).

Informally, the database has a set of nodes, or places, and a set of resources (data) distributed amongst these places. The nodes are chosen from the elements of a fixed set, denoted by \( p, q, r, s, \ldots \). Resources are represented by atomic formulae \( A, B, \ldots \in \text{Atoms} \). Intuitively, an atom \( A \) is valid in a place \( p \) if that place can access the resource identified by \( A \).

Were we reasoning about a particular place, the logical connectives of the intuitionistic framework would be sufficient. For example, assume that a particular document, \( \text{doc} \), is partitioned in two parts, \( \text{doc}_1 \) and \( \text{doc}_2 \), and in order to gain access to the document a place has to access both of its parts. This can be formally expressed as the logical formula: \( (\text{doc}_1 \land \text{doc}_2) \rightarrow \text{doc} \), where \( \land \) and \( \rightarrow \) are the logical conjunction and implication. If \( \text{doc}_1 \) and \( \text{doc}_2 \) are stored in a particular place, then the usual intuitionistic rules allow one to infer that the place can access the entire document.

The intuitionistic framework is extended in [19] to reason about different places. An assertion in such a logic takes the form \( \varphi \at p \), meaning that formula \( \varphi \) is valid at place \( p \). The construct \( \at \) is a meta-linguistic symbol and points to the place where the reasoning is located. For example, \( \text{doc}_1 \at p \) and \( \text{doc}_2 \at p \) formalise the notion that the parts \( \text{doc}_1 \) and \( \text{doc}_2 \) are located at the node \( p \).

If, in addition, the assertion \( ((\text{doc}_1 \land \text{doc}_2) \rightarrow \text{doc}) \at p \) is valid, we can conclude that the document \( \text{doc} \) is available at \( p \).

The logic is a conservative extension of intuitionistic logic in the sense that if we restrict our attention to formulae without modalities then the ‘local’ proof system in a single place \( p \) mimics the standard intuitionistic one. For instance, the deduction described above is formally

\[
\begin{array}{ll}
\Delta \vdash \varphi_1 & ; \Delta \vdash \varphi_2 \\
\vdash \varphi_1 \at p & ; \vdash \varphi_2 \at p \\
\vdash \varphi_1 \at p & \Delta, \varphi_2 \at p \\
\vdash \varphi_1 \at p & \Delta, \varphi_2 \at p \\
\end{array}
\]

where \( \Delta \deq (\text{doc}_1 \land \text{doc}_2) \rightarrow \text{doc} \at p, \text{doc}_1 \at p, \text{doc}_2 \at p \). It is easy to see that this derivation becomes a standard intuitionistic one if rewritten without the ‘place construct’ \( \at \).

In the assertion \( \varphi \at p \), \( \varphi \) will not contain any occurrences of the construct \( \at \). Instead, \( \varphi \) will use modalities \( @ \) for each place in the system, to cast the meta-linguistic \( \at \) at the language level. A modality \( @ \) internalises resources at the location \( p \), and the modal formula \( \varphi @ p \) means that the property \( \varphi \) is valid at \( p \), and not necessarily anywhere else. Indeed both \( \varphi \at p \) and \( \varphi @ p \) will have the same semantics, and it is possible to define an equivalent logic in which the construct \( \at \) is not needed. However, we will prefer to keep the distinction in the logic as this was the case in [18, 19].

The introduction and elimination rules for the modality \( @ \) are also more elegant if we maintain this distinction. We need to keep track of where the reasoning is happening, and therefore if we confuse \( \at \) with \( @ \) then we will always need sentences of the form \( \varphi @ p \). In that case \( @ \)-elimination could be applied only when the formula has two or more occurrences of \( @ \), namely only when it is of the form \( \varphi @ p @ q \).

An assertion of the form \( \varphi @ p \at p' \) means that we are located at the place \( p' \), and we are reasoning about the property \( \varphi \) that is validated at place \( p \). For example, suppose that the place \( p \) has the first half of the document, i.e., \( \text{doc}_1 \at p \), and \( p' \) has the second one, i.e., \( \text{doc}_2 \at p' \). In the logic we can formalise the fact that \( p' \) can send the part \( \text{doc}_2 \) to \( p \) by using the assertion \( \text{doc}_2 \rightarrow (\text{doc}_2 @ p) \at p' \).
The rules of the logic will conclude \( \text{doc}_2 \text{ at } p \) and so \( \text{doc at } p \). The formal derivation, (if we look ahead at the rules in Fig. 1), is

\[
\frac{\Delta \vdash \{p,p'\} \ \text{doc}_2 \text{ at } p'} {\Delta \vdash \{p,p'\} \ (\text{doc}_2 \rightarrow (\text{doc}_2 @ p)) \text{ at } p'} \quad \frac{\Delta \vdash \{p,p'\} \ (\text{doc}_2 @ p) \text{ at } p'} {\Delta \vdash \{p,p'\} \ \text{doc}_2 \text{ at } p} \quad \overrightarrow{E}
\]

Where \( \Delta \overset{def}{=} \text{doc}_2 \text{ at } p', (\text{doc}_2 \rightarrow (\text{doc}_2 @ p)) \text{ at } p' \). The assertion \( \text{doc at } p \) can then be derived by enriching \( \Delta \) with the assumptions \( \text{doc}_1 \text{ at } p, (\text{doc}_1 \land \text{doc}_2) \rightarrow \text{doc at } p \), and by mimicking the derivation (1).

The logic also has two other modalities to accommodate reasoning about properties valid at different locations, which we discuss briefly. Knowing exactly where a property holds is a strong ability, and we may only know that the property holds somewhere without knowing the specific location where it holds. To deal with this, the logic has the modality \( \Diamond \): the formula \( \Diamond \varphi \) means that \( \varphi \) holds in some place of the system. In the example above, the location of \( \text{doc}_2 \) is not important as long as we know that this document is located in some place from where it can be sent to \( p \). Formally, this can be expressed by the logical formula \( \Diamond (\text{doc}_2 \land (\text{doc}_2 \rightarrow (\text{doc}_2 @ p))) \text{ at } p' \). By assuming this formula, we can infer \( \text{doc}_2 \text{ at } p \), and hence the document \( \text{doc} \) is available at \( p \). We will illustrate this inference in the deduction system at the end of the section (see Example 1).

Even if we deal with resources distributed in heterogeneous places, certain properties are valid everywhere. For this purpose, the logic has the modality \( \Box \): the formula \( \Box \varphi \) means that \( \varphi \) is valid everywhere. In the example above, \( p \) can access the document \( \text{doc} \) if there is a place that has the part \( \text{doc}_2 \) and can send it everywhere. This can be expressed by the formula \( \Box (\text{doc}_2 \land (\text{doc}_2 \rightarrow \Box \text{doc}_2)) \text{ at } p' \). The rules of the logic would allow us to conclude that \( \text{doc}_2 \) is available at \( p \). Therefore the document \( \text{doc} \) is also available at \( p \). We will illustrate this inference at the end of the section (see Example 2).

We now define the logic formally. As mentioned above, it is essentially the logic introduced in [19] enriched with the disjunctive connectives \( \lor \) and \( \land \). This allows us to express properties such as: the document \( \text{doc}_2 \) is located either at \( p \) itself or at \( q \) (in which case \( p \) has to fetch it). This can be expressed by the formula \( \Diamond (\text{doc}_2 \land (\text{doc}_2 \rightarrow \Box \text{doc}_2)) \text{ at } p' \). The rules of the logic would allow us to conclude that \( \text{doc}_2 \) is available at \( p \).

For the rest of the paper, we shall assume a fixed countable set of atomic formulae \( \text{Atoms} \), and we vary the set of places. Given a countable set of places \( \text{Pl} \), let \( \text{Frm}(\text{Pl}) \) be the set of formulae built from the following grammar:

\[ \varphi ::= A \mid T \mid \bot \mid \varphi \land \varphi \mid \varphi \lor \varphi \mid \varphi \rightarrow \varphi \mid \varphi @ p \mid \Box \varphi \mid \Diamond \varphi. \]

Here the syntactic category \( p \) stands for elements from \( \text{Pl} \), and the syntactic category \( A \) stands for elements from \( \text{Atoms} \). The elements in \( \text{Frm}(\text{Pl}) \) are said to be pure formulae, and are denoted by small Greek letters \( \varphi, \psi, \mu \ldots \). An assertion of the form \( \varphi \text{ at } p \) is called a sentence. We denote by capital Greek letters \( \Gamma, \Gamma_1, \ldots \) (possibly empty) finite sets of pure formulae, and by capital Greek letters \( \Delta, \Delta_1, \ldots \) (possibly empty) finite sets of sentences.

Each judgement in this logic is of the form

\[ \Gamma; \Delta \vdash^P \varphi \text{ at } p \]

where

- The global context \( \Gamma \) is a (possibly empty) finite set of pure formulae, and represents the properties assumed to hold at every place of the system.
The local context $\Delta$ is a (possibly empty) finite set of sentences; since a sentence is a pure formula associated to a place, $\Delta$ represents what we assume to be valid in specific places.

The sentence $\varphi$ at $p$ says that $\varphi$ is derived to be valid in the place $p$ by assuming $\Gamma; \Delta$.

The set of places $P$ represents the part of the system we are focusing on.

In the judgement, it is assumed that the places mentioned in $\Gamma$ and $\Delta$ are drawn from the set $P$. More formally, if $\text{PL}(X)$ denotes the set of places that appear in a syntactic object $X$, then it must be the case that $\text{PL}(\Gamma) \cup \text{PL}(\Delta) \cup \text{PL}(\varphi \text{ at } p) \subseteq P$. Any judgement not satisfying this condition is assumed to be undefined.

A natural deduction system without disjunctive connectives is given in [18, 19]. The natural deduction system with disjunctive connectives is given in Fig. 1. The most interesting rules are $\Diamond E$.

\begin{align*}
\Gamma; \Delta, \varphi \text{ at } p \vdash \varphi \text{ at } p & \quad \text{L} \\
\Gamma; \Delta \vdash \varphi \text{ at } p & \quad \text{G} \\
\Gamma; \Delta \vdash \bot \text{ at } p & \quad \top E \\
\Gamma; \Delta \vdash \psi \text{ at } p & \quad \bot E \\
\Gamma; \Delta \vdash \varphi_1 \text{ at } p & \quad \lor I_1 \\
\Gamma; \Delta \vdash \varphi_2 \text{ at } p & \quad \lor I_2 \\
\Gamma; \Delta \vdash \varphi_1 \lor \varphi_2 \text{ at } p & \quad \lor E \\
\Gamma; \Delta \vdash \varphi_1 \text{ at } p & \quad \land I \\
\Gamma; \Delta \vdash \varphi \text{ at } p & \quad \to I \\
\Gamma; \Delta \vdash \varphi \oplus \varphi \text{ at } p' & \quad \oplus I \\
\Gamma; \Delta \vdash \varphi \Diamond \varphi \text{ at } p' & \quad \Diamond I \\
\Gamma; \Delta \vdash \varphi q \text{ at } p & \quad \Box I \\
\Gamma; \Delta \vdash \varphi \text{ at } p & \quad \Diamond E \\
\Gamma; \Delta \vdash \varphi \text{ at } p & \quad \Box E \\
\Gamma; \Delta \vdash \varphi \text{ at } p & \quad \Box E
\end{align*}
the elimination of $\Diamond$, and $\Box I$, the introduction of $\Box$. In these rules, $P + p$ denotes the disjoint union $P \cup \{p\}$ and witnesses the fact that the place $p$ occurs in neither $\Gamma$, nor $\Delta$, nor $\varphi$, nor $\psi$. If $p \in P$, then $P + p$ is undefined, and any judgement containing such notation is assumed to be undefined in order to avoid a side condition explicitly stating this requirement.

The rule $\Diamond E$ explains how we can use formulae valid at some unspecified location: we introduce a new place and extend the local context by assuming that the formula is valid there. If any assertion that does not mention the new place is validated thus, then it is also validated using the old local context. The rule $\Box I$ says that if a formula is validated in some new place without any local assumption on that new place, then that formula must be valid everywhere.

The rules $\Diamond I$ and $\Box E$ are reminiscent of the introduction of the existential quantification, and the elimination of universal quantification in first-order intuitionistic logic. This analogy, however, has to be taken carefully. For example, if $\Gamma; \Delta \vdash \psi \at p$, then we can show using the rules of the logic that $\Gamma; \Delta \vdash \Box \Diamond \psi \at p$. In other words, if a formula $\psi$ is true at some unspecified place then every place can deduce that there is some (unspecified) place where $\psi$ is true.

Also note that, as stated, the rule $\bot E$ has a ‘local’ flavour: from $\bot \at p$, we can infer any other property in the same place, $p$. However, the rule has a ‘global’ consequence. If we have $\bot \at p$, then we can infer $\bot \psi \at q$. Using $@E$, we can then infer $\bot \at q$. Hence, if a set of assumptions makes a place inconsistent, then it will make all places inconsistent.

As we shall see in §2.1, the Kripke semantics of this logic would be similar to the one given for intuitionistic system IS5 [27, 33, 38]. Hence this logic can be seen as an instance of Hybrid IS5 [7]. Before we proceed to define the Kripke semantics, we illustrate our derivation system by a couple of examples. First example will demonstrate the use of rule $\Diamond E$, while the second example will demonstrate the use of $\Box E$.

**Example 1** Let $p, p' \in P$, $\psi$ be the formula $(\text{doc}_2 \land (\text{doc}_2 \to \text{doc}_2 \circ \{p\}))$. Let $\Delta \defeq \Diamond \psi \at p'$. Pick $q \not\in P$ and let $\Delta' \defeq \Diamond \psi, \psi \at q$. We can derive

$$\Delta \vdash P \text{ doc}_2 \at p$$

as follows:

$$\frac{\Delta \vdash P \Diamond \psi \at p' \quad L \quad \Delta' \vdash P \text{ doc}_2 \at q \quad \Diamond E}{\Delta \vdash P \text{ doc}_2 \at p} \quad \pi$$

where $\pi$ is the derivation:

$$\frac{\Delta' \vdash P \text{ doc}_2 \at q \quad \langle \text{doc}_2 \rangle \at \{p\} \quad \langle \text{doc}_2 \circ \{p\} \at q \quad \land E \quad \Delta' \vdash P \text{ doc}_2 \at q \quad \land E}{\Delta' \vdash P \text{ doc}_2 \at q}$$

**Example 2** Let $p, p' \in P$ and $\psi$ be the formula $(\text{doc}_2 \land (\text{doc}_2 \to \Box \text{doc}_2))$. Let $\Delta \defeq \Diamond \psi \at p'$. Pick $q \not\in P$ and let $\Delta' \defeq \Diamond \psi, \psi \at q$. Just as in Example 1, we can derive

$$\Delta \vdash P \text{ doc}_2 \at p$$

as follows:
where $\pi_1$ is the derivation

$$
\frac{
\vdash \Delta \vdash P \diamond (\text{doc}_2 \land (\text{doc}_2 \rightarrow \Box \text{doc}_2)) \text{ at } p
}{
\vdash \Delta \vdash \text{doc}_2 \text{ at } p
}
$$

where $\pi_2$ is similar to the proof $\pi$ in Example 1.

### 2.1 Kripke Semantics

There are a number of semantics for intuitionistic logic and intuitionistic modal logics that allow for a completeness theorem [7, 12, 13, 20, 27, 30, 38]. In this section, we concentrate on the semantics introduced by Kripke [21, 39], as it is convenient for applications and fairly simple. This would provide a formalisation of the intuitive concepts introduced above.

In Kripke semantics for intuitionistic propositional logic, logical assertions are interpreted over Kripke models. The validity of an assertion depends on its behaviour as the truth values of its atoms change from false to true according to a Kripke model. A Kripke model consists of a partially ordered set of Kripke states, and an interpretation, $I$, that maps atoms into states. The interpretation tells which atoms are true in a state. It is required that if an atom is true in a state, then it must remain true in all larger states. Hence, in a larger state more atoms may become true. Consider a logical assertion built from the atoms $A_1, \ldots, A_n$. The assertion is said to be valid in a state if it continues to remain valid in all larger states.

In order to express the full power of the logic introduced above, we need to enrich the model by introducing places. We achieve this by associating a set of places $P_k$ to each Kripke state $k$. The formulae of the logic are validated in these places. The interpretation is indexed by the Kripke states, and the interpretation $I_k$ maps atoms into the set $P_k$. Since we consider atoms to be resources, the map $I_k$ tells how resources are distributed in the Kripke state $k$.

In the case of intuitionistic propositional logic, an atom validated in a Kripke state is validated in all larger states. In order to achieve the corresponding thing, we shall require that all places appearing in a Kripke state appear in every larger state. Furthermore, we require that if $I_k$ maps an atom into a place, then $I_l$ should map the atom in the same place for all states $l$ larger than $k$. In terms of resources, it means that places in larger states have possibly more resources.

The Kripke models that we shall define now are similar to those defined for the intuitionistic modal system $IS5$ [7, 12, 13, 27, 30, 38]. In the definition, $K$ is the set of Kripke states, and its elements are denoted by $k, l, \ldots$. The relation $\leq$ is the partial order on the set of states.

**Definition 3 (Kripke Model)** A quadruple $K = (K, \leq, \{P_k\}_{k \in K}, \{I_k\}_{k \in K})$ is a Kripke model if

- $K$ is a (non empty) set;
- $\leq$ is a partial order on $K$;
- $P_k$ is a non-empty set of places for all $k \in K$;
• $P_k \subseteq P_l$ if $k \leq l$

• $I_k : \text{Atoms} \rightarrow \text{Pow}(P_k)$ is such that $I_k(A) \subseteq I_l(A)$ for all $k \leq l$.

Let $Pls = \bigcup_{k \in K} P_k$. We shall say that $Pls$ is the set of places of $\mathcal{K}$.

The definition tells only how resources, i.e. atoms, are distributed in the system. To give semantics to the whole set of formulae $\text{Frm}(Pls)$, we need to extend $I_k$. The interpretation of a formula depends on its composite parts, and if it is valid in a place in a given state then it remains valid at the same place in all larger states. For example, the formula $\varphi \land \psi$ is valid in a state $k$ at place $p \in P_k$ if both $\varphi$ and $\psi$ are true at place $p$ in all states $l \geq k$.

The introduction of places in the model allows the interpretation of the spatial modalities of the logic. Formula $\varphi \uparrow p$ is satisfied at a place in a state $k$, if it is true at $p$ in all states $l \geq k$; $\Diamond \varphi$ and $\Box \varphi$ are satisfied at a place in state $k$ if $\varphi$ is true respectively at some or at every place in all states $l \geq k$.

We extend now the interpretation of atoms to interpretation of formulae by using induction on the structure of the formulae. The interpretation of formulae is similar to that used for modal intuitionistic logic [7, 12, 13, 27, 30, 38].

**Definition 4 (Semantics)** Let $\mathcal{K} = (K, \leq, \{P_k\}_{k \in K}, \{I_k\}_{k \in K})$ be a Kripke model with set of places $Pls$. Given $k \in K$, $p \in P_k$, and a pure formula $\varphi$ with $\text{PL}(\varphi) \subseteq Pls$, we define $(k, p) \models \varphi$ inductively as:

- $(k, p) \models A$ iff $p \in I_k(A)$;
- $(k, p) \models \top$ iff $p \in P_k$;
- $(k, p) \models \bot$ never;
- $(k, p) \models \varphi \land \psi$ iff $(k, p) \models \varphi$ and $(k, p) \models \psi$;
- $(k, p) \models \varphi \lor \psi$ iff $(k, p) \models \varphi$ or $(k, p) \models \psi$;
- $(k, p) \models \varphi \rightarrow \psi$ iff $(l \geq k$ and $(l, p) \models \varphi$) implies $(l, p) \models \psi$;
- $(k, p) \models \varphi \uparrow q$ iff $q \in P_k$ and $(k, q) \models \varphi$;
- $(k, p) \models \Diamond \varphi$ iff $(l \geq k$ and $q \in P_l$) implies $(l, q) \models \varphi$;
- $(k, p) \models \Box \varphi$ iff there exists $q \in P_k$ such that $(k, q) \models \varphi$.

We pronounce $(k, p) \models \varphi$ as ‘$(k, p)$ forces $\varphi$’, or ‘$(k, p)$ satisfies $\varphi$’. We write $k \models \varphi$ at $p$ if $(k, p) \models \varphi$.

It is clear from the definition that if $k \models \varphi$ at $p$, then $\text{PL}(\varphi$ at $p) \subseteq P_k$. Please note that except for logical implication and the modality $\Box$, we have not considered larger states in order to interpret a modality or a connective. It turns out that the satisfaction of a formula in a state implies the satisfaction in all larger states, namely if $l \geq k$ then $(k, p) \models \varphi$ implies $(l, p) \models \varphi$ (this is the usual Kripke monotonicity).

Consider the distributed database described when we introduced the logic. We can express the same properties inferred there by using a Kripke model. Fix a Kripke state $k$. The assumption that the two parts, doc1, doc2, can be combined in $p$ in a state $k$ to give the document doc can be expressed as $(k, p) \models (\text{doc1} \land \text{doc2}) \rightarrow \text{doc}$. If the resources doc1 and doc2 are assigned to the place $p$, i.e., $(k, p) \models \text{doc1}$ and $(k, p) \models \text{doc2}$, then, since $(k, p) \models \text{doc1} \land \text{doc2}$, it follows that $(k, p) \models \text{doc}$.

Let us consider a slightly more complex situation. Suppose that $k \models \Diamond(\text{doc2} \land (\text{doc2} \rightarrow \Box \text{doc2})))$ at $p'$. According to the semantics of $\Diamond$, there is some place $r$ such that $(k, r) \models \text{doc2} \land (\text{doc2} \rightarrow \Box \text{doc2})$. The semantics of $\land$ tells us that $(k, r) \models \text{doc2}$ and $(k, r) \models (\text{doc2} \rightarrow \Box \text{doc2})$. 

9
We can conclude from the semantics of \( \rightarrow \) that \((k, r) \vdash \Box \text{doc}_2\), and the semantics of \( \Box \) then gives us that \((k, p) \vdash \text{doc}_2\). Therefore, if \( \text{doc}_1 \) is placed at \( p \) in the state \( k \), then the whole document \( \text{doc} \) would become available at place \( p \) in state \( k \).

To give semantics to the judgements of the logic, we need to extend the definition of forcing relation to judgements. We begin by extending the definition to contexts.

**Definition 5 (Forcing on Contexts)** Let \( K = (K, \leq, \{P_k\}_{k \in K}, \{I_k\}_{k \in K}) \) be a Kripke model. Given a state \( k \) in \( K \), a finite set of pure formulae \( \Gamma \), and a finite set of sentences \( \Delta \) such that \( \text{PL}(\Gamma; \Delta) \subseteq P_k \); we say that \( k \) forces the context \( \Gamma; \Delta \) (and we write \( k \vdash \Gamma; \Delta \)) if

1. for every \( \varphi \in \Gamma \) and every \( p \in P_k \): \((k, p) \vdash \Box \varphi\);
2. for every \( \psi \) at \( q \in \Delta \): \((k, q) \vdash \psi\).

Finally, we extend the definition of forcing to judgements.

**Definition 6 (Judgment Satisfaction)** Let \( K = (K, \leq, \{P_k\}_{k \in K}, \{I_k\}_{k \in K}) \) be a Kripke model. The judgement \( \Gamma; \Delta \vdash \mu \) at \( p \) is said to be valid in \( K \) if

- \( \text{PL}(\Gamma) \cup \text{PL}(\Delta) \cup \text{PL}(\mu) \cup \{p\} \subseteq P; \)
- for every \( k \in K \) such that \( P \subseteq P_k \), if \( k \vdash \Gamma; \Delta \) then \((k, p) \vdash \mu\).

Moreover, we say that \( \Gamma; \Delta \vdash \mu \) at \( p \) is valid (and we write \( \Gamma; \Delta \models \mu \) at \( p \)) if it is valid in every Kripke model.

Although, it is possible to obtain soundness and completeness of Kripke semantics directly, we shall not do so in this paper. Instead, they will be derived as corollaries. Soundness will follow from the soundness of birelational semantics and encoding of Kripke models into birelational models. Completeness will emerge as a corollary of the proof of construction of finite counter-model.

### 3 Birelational Models

One other semantics given for modal intuitionistic logics in literature is birelational semantics [12, 13, 30, 38]. As in the case of intuitionistic modal logics [28, 38], birelational semantics for our logic enjoys the finite model property, while Kripke semantics does not.

Birelational models, like Kripke models, have a set of partially ordered states. The partially ordered states will be called worlds, and we use \( u, v, w, \ldots \) to range over them. Formulae will be validated in worlds, and if a formula is validated in a world, then it will be validated in all larger worlds. To validate atoms we have the interpretation \( I \), which maps atoms into a subset of worlds. If \( I \) maps an atom into a world, then it will map the atom in all larger worlds.

In addition to the partial order, however, there is also a second binary relation on the set of states which is called reachability or accessibility relation. Intuitively, \( uRw \) means that \( w \) will be reachable from \( u \). As our logic is a hybridisation for \( \text{IS5} \), the relation \( R \) will be an equivalence relation. The relation \( R \) will also satisfy a technical requirement, the reachability condition, that is necessary to ensure monotonicity and soundness of the logic.

Unlike the Kripke semantics, the states will not have a set of places associated to them. Instead, there is a partial function, Eval, which maps a world to a single place. In a sense which we will make precise in §3.2, a world in a birelational model corresponds to a place in a specific Kripke
state. As we shall see later, the partiality of the function $Eval$ is crucial in the proof of the finite model property. In the case $Eval(w)$ is defined and is $p$, we shall say that $w$ evaluates to $p$.

In addition to partiality, $Eval$ will also satisfy two other properties: coherence and uniqueness. Coherence says that if a world evaluates to $p$, then all larger worlds evaluate to $p$. Together with the reachability condition, coherence will ensure the monotonicity of the modality $\Diamond$. Uniqueness will say that no two worlds reachable from each other can evaluate to the same place. Uniqueness will be essential for the soundness of introduction of conjunction ($\land I$) and implication ($\rightarrow I$). The formal definition of the models is below.

**Definition 7 (Birelational Model)** Given a set of places $Ppls$, a birelational model on $Ppls$ is a quintuple $\mathcal{W}_{Ppls} = (W, \leq, R, I, Eval)$, where

1. $W$ is a (non empty) set, ranged over by $v, v', w, w', \ldots$.
2. $\leq$ is a partial order on $W$.
3. $R \subseteq W \times W$ is an equivalence relation and satisfies the reachability condition:
   
   \[
   \text{if } w' \geq w \text{ then there exists } v' \text{ such that } w'Rv' \geq v;
   \]
4. $I : Atoms \rightarrow \mathit{Pow}(W)$ is such that if $w \in I(A)$ then $w' \in I(A)$ for all $w' \geq w$.
5. $Eval : W \rightarrow Ppls$ is a partial function. We write $v \uparrow$ if $Eval(v)$ is not defined, $v \downarrow$ if $Eval(v)$ is defined, and $v \downarrow p$ if $Eval(v)$ is defined and equal to $p$.

Moreover, the following properties hold:

(a) coherence: for any $v \in W$, if $v \downarrow p$ then $w \downarrow p$ for every $w \geq v$;

(b) uniqueness: for every $v \in W$ such that $v \downarrow p$, if $v R v'$ and $v' \downarrow p$, then $v = v'$.

In addition to the reachability condition, usually there is another similar condition in birelational models for intuitionistic modal logics [12, 13, 30, 38]:

\[
\text{if } w R v \leq v' \text{ then there exists } w' \text{ such that } w \leq w' R v'.
\]

In this case, as $R$ is an equivalence relation, the property is an immediate consequence of the reachability condition.

As in the case of Kripke models, the interpretation of atoms extends to formulae. A formula $\varphi \land p$ is true in a world $w$, if there is a reachable world which evaluates to $p$ and where $\varphi$ is valid. A formula $\varphi \lor p$ is valid in a world $w$, if there is a reachable world (not necessarily in the domain of $Eval$) where $\varphi$ is valid. A formula $\Box \varphi$ is valid in a world $w$ if $\varphi$ is valid in all worlds reachable from worlds $w'$ larger than $w$.

**Definition 8 (Bi-forcing Semantics)** Let $\mathcal{W}_{Ppls} = (W, \leq, R, I, Eval)$ be a birelational model on $Ppls$. Given $w \in W$, and a pure formula $\varphi \in \mathit{Frm}(Ppls)$, we define the forcing relation $w \models \varphi$
inductively as follows:

\[
\begin{align*}
\text{if} & \quad w \models A \iff w \in I(A); \\
\text{for all} & \quad w \in W; \\
\text{never;} & \\
\text{iff} & \quad w \models \varphi \land \psi \text{ and } w \models \psi; \\
\text{iff} & \quad w \models \varphi \lor \psi \text{ and } w \models \psi; \\
\text{iff} & \quad \text{there exists } v \text{ such that } w R v, v \models \psi; \\
\text{iff} & \quad \text{there exists } v \in W \text{ such that } w R v \text{ and } v \models \varphi.
\end{align*}
\]

We pronounce \( w \models \varphi \) as ‘\( w \) forces \( \varphi \)’ or ‘\( w \) satisfies \( \varphi \)’.

As in the case for Kripke models, this relation is monotone: if \( v \geq w \) then \( w \models \varphi \) implies \( v \models \varphi \).

**Example 9** Consider the birelational model \( W_{\text{exam}} \) with two worlds, say \( w_1 \) and \( w_2 \). Let \( w_1 \) and \( w_2 \) be reachable from each other and let \( u_1 \leq w_2 \). The world \( w_2 \) evaluates to \( p \), while the evaluation of \( u_1 \) is undefined. Let \( A \) be an atom. We define \( I(A) \) to be the singleton \( \{ w_2 \} \). For any formula \( \varphi \), we abbreviate \( \varphi \rightarrow \bot \) as \( \neg \varphi \).

Consider the pure formula \( \neg A \). Now, by definition, \( w_2 \models A \) and therefore \( w_2 \not\models \neg A \). Also, as \( w_1 \leq w_2 \), we get \( w_1 \not\models \neg A \). This means that \( w_2 \models \neg \neg A \), and \( w_1 \models \neg \neg A \). Hence, we get \( w_1, w_2 \models \square \neg \neg A \).

On the other hand, consider the formula \( \neg \neg \square A \). We have by definition that \( w_1 \not\models A \). As \( w_1 \) is reachable from both \( w_1 \) and \( w_2 \), we deduce that \( w_1, w_2 \not\models \square A \). Using the semantics of \( \neg \neg \), we get that \( w_1, w_2 \not\models \neg \neg \square A \).

We now extend the semantics to the judgements of the logic. We begin by extending the semantics to contexts.

**Definition 10 (Bi-forcing on Contexts)** Let \( W_{\text{PLs}} = (W; \leq, R, I, \text{Eval}) \) be a birelational model on \( \text{PLs} \). Given a finite set of pure formulae \( \Gamma \), and a finite set of sentences \( \Delta \), such that \( \text{PL}(\Gamma; \Delta) \subseteq \text{PLs} \); we say that \( w \in W \) forces the context \( \Gamma; \Delta \) (and we write \( w \models \Gamma; \Delta \)) if

1. for every \( \varphi \in \Gamma \): \( w \models \square \varphi \), and
2. for every \( \psi \at q \in \Delta \): \( w \models \psi \at q \).

In order to extend the semantics to judgements, we need one more definition. We say that a place \( p \) is reachable from a world \( v \) if there is a world which evaluates to \( p \) and is reachable from \( v \). The set of all places reachable from a world \( v \) will be denoted by \( \text{Reach}(v) \). More formally,

\[ \text{Reach}(v) \overset{\text{def}}{=} \{ p : w \models p \text{ for some } w \in W, v R w \} \]

It can be easily shown by using the reachability condition and coherence that if \( v \leq w \), then every place reachable from \( v \) is also reachable from \( w \), namely \( \text{Reach}(v) \subseteq \text{Reach}(w) \). Moreover, if \( v R w \), then \( \text{Reach}(v) = \text{Reach}(w) \). We now extend the definition of satisfaction to judgements.

**Definition 11 (Bi-satisfaction for Judgments)** The sequent \( \Gamma; \Delta \vdash_{P} \varphi \at p \) is said to be valid in the birelational model \( W_{\text{PLs}} = (W; \leq, R, I, \text{Eval}) \) if:
• $PL(\Gamma) \cup PL(\Delta) \cup \{p\} \subseteq P$;

• for any $w \in W$ such that $P \subseteq \text{Reach}(w)$: $w \models \Gamma; \Delta$ implies $w \models \varphi \land p$.

Moreover, we say that $\Gamma; \Delta \vdash^P \mu \text{ at } p$ is bi-valid (and we write $\Gamma; \Delta \vdash^P \mu \text{ at } p$) if it is valid in every birelational model.

**Example 12** Consider the birelational model $\mathcal{W}_{\text{exam}}$ on two worlds $w_1$ and $w_2$ discussed in Example 9. We had $w_1, w_2 \models \Box \neg \neg A$ and $w_1, w_2 \not\models \neg \neg \Box A$. Therefore, the judgement $\vdash^P \Box \neg \neg A \text{ at } p$ is bi-valid in the model $\mathcal{W}_{\text{exam}}$, while the judgement $\Box \neg \neg A \text{ at } p \vdash^P \neg \neg \Box A$ is not bi-valid in $\mathcal{W}_{\text{exam}}$.

In fact, we will later on show that the judgement $\vdash^P \Box A$ is bi-valid in every finite Kripke model. Therefore this example, adapted from [28, 38], will demonstrate that the finite model property does not hold in the case of Kripke semantics.

### 3.1 Soundness

The proof of soundness has several subtleties, that arise as a consequence of the inference rules for the introduction of $\Box$ ($\Box I$) and elimination of $\Diamond$ ($\Diamond E$). Let us illustrate this for the case of $\Box I$.

Recall the inference rule of $\Box I$ from Fig. 1:

$$
\frac{\Gamma; \Delta \vdash^P \varphi \text{ at } q}{\Gamma; \Delta \vdash^P \Box \varphi \text{ at } p} \Box I
$$

To show the soundness of this rule, we must show that the judgement $\Gamma; \Delta \vdash^P \Box \varphi \text{ at } p$ is bi-valid whenever the judgement $\Gamma; \Delta \vdash^P \Box \varphi \text{ at } q$ is bi-valid. In order to show that the judgement $\Gamma; \Delta \vdash^P \Box \varphi \text{ at } p$ is bi-valid, we must consider an arbitrary world, say $w$, in an arbitrary birelational model, say $\mathcal{W}_{PIs}$, such that $P \subseteq \text{Reach}(w)$ and $w \models \Gamma; \Delta$. We need to prove that $w \models \Box \varphi \land p$ also. For this, we need to show that for any world $v$ in $\mathcal{W}_{PIs}$ such that $w \models w' R v$ for some $w'$, it is the case that $v \models \varphi$. Pick one such $v$ and fix it.

Please note that without loss of generality, we can assume that $P/Is$ does not contain $q$ (otherwise, we can always rename $q$ in the model). To use the hypothesis that $\Gamma; \Delta \vdash^P \Box \varphi \text{ at } q$ is bi-valid, we must consider a modification of $\mathcal{W}_{PIs}$. One strategy, that is adopted in the case of Kripke semantics [7], is to add new worlds $v'_q$, one for each world $v'$ in all respects except that they evaluate to $q$. If the resulting construction yields a birelational model, then $\text{Reach}(v'_q)$ would contain $P$ as well as $q$.

The next step would be to show that any formula $\psi$, that does not refer to the place $q$, is satisfied by $v'_q$ if and only if it is satisfied by $v'$. Using this, we get that $v'_q$ forces the context $\Gamma; \Delta$ in the new model also. Then, we can use the hypothesis to obtain that $v'_q$ satisfies $\varphi \land q$. Since $v'_q$ evaluates to $q$, we will get that $v'_q$ forces $\varphi$. As $\varphi$ does not refer to $q$, we will get that $v'$ forces $\varphi$. We can then conclude the proof by observing that $v \geq v'$, and choosing $v'$ to be $v$.

In fact, if the world $v$ was in the domain of $\text{Eval}$, then the above outline would have worked. However, this breaks down in case $v \uparrow$. To illustrate this, suppose that there is a world $v'$ such that $v \models v', v' \uparrow$ and $v \models v'$. In the construction of the extension, we would thus have two worlds $v_q$ and $v'_q$ reachable from each other that evaluate to the same place $q$. This violates the uniqueness condition.

This breakdown is fatal for the proof and cannot be fixed. Coherence demands that $v'_q \downarrow q$ if $v_q \downarrow q$. So, we cannot fiddle with the evaluation. We cannot even relax uniqueness as this will be needed
for soundness of introduction of conjunction ($\land I$) and implication ($\to I$). Furthermore, we cannot require that the evaluation is a total function: it is the partiality of this function that gives us the finite model property. Indeed, if the function was total, the class of birelational models would be equivalent to the class of Kripke models, and we would have not gained anything by using birelational models.

Our strategy to prove soundness is to construct a birelational model from $W_{Pls}$, called $q$-extension, whose worlds are the union of two sets. The first one of these sets is the reachability relation to the class of Kripke models, and we would have not gained anything by using birelational models.

Let $W_{Pls} = (W, \leq, R, I, \text{Eval})$ be a birelational model on $Pls$. Given a new place $q \notin Pls$, we define the $q$-extension $W(q)_{Pls}$ to be the quintuple $(W', \leq', R', I', \text{Eval}')$, where

1. $Pls' \overset{\text{def}}{=} Pls \cup \{q\}$.
2. $W' \overset{\text{def}}{=} R \cup \{(q) \times W\}$.
3. $\leq' \subseteq W' \times W'$ is defined as:
   - $(w', w) \leq' (v', v)$ if and only if $w' \leq v'$ and $w \leq v$,
   - $(q, w) \leq' (q, v)$ if and only if $w \leq v$.
4. $R' \subseteq W' \times W'$ is defined as:
   - $(w', w) R'(v', w)$,
   - $(w', w) R'(q, w)$,
   - $(q, w) R'(w', w)$, and
   - $(q, w) R'(q, w)$.
5. $I' : \text{Atoms} \to \text{Pow}(W')$ is defined as:
   - $I'(A) \overset{\text{def}}{=} \{ (w', w) \mid w' \in I(A), w' R w \} \cup \{ (q, w) \mid w \in I(A) \}$;
6. $\text{Eval}' : W' \to Pls'$ is defined as
   - $\text{Eval}'((w', w)) \overset{\text{def}}{=} \text{Eval}(w')$ for every $(w', w) \in R$.

---

[1] In the equality, the left hand side is defined only if the right hand side is.
- \( \text{Eval}'((q, w)) \overset{\text{def}}{=} q \) for every \( w \in W \).

The \( q \)-extension is a birelational model.

**Proof** We need to show the five properties of Definition 7. As an example, we prove here uniqueness property: two different worlds reachable from each other cannot evaluate to the same place. As \((q, v)\) always evaluates to \( q \), two worlds \((w, v)\) and \((q, w)\) cannot evaluate to the same place. There are two other possible cases.

**Case a.** Suppose \( v \) are two other possible cases. \( v = \) (ness property: two different worlds reachable from each other cannot evaluate to the same place. As \( q, v \)

Proof The \( q \)-extension is a birelational model. Let \( \mathcal{W}(q)_{\text{Pfs}} \) be a birelational model, and let \( \mathcal{W}(q)_{\text{Pfs}, q} = (W', \leq', R', I', \text{Eval}') \) be its \( q \)-extension. Let \( \models \) and \( \models' \) extend the interpretation of atoms in \( \mathcal{W}(q)_{\text{Pfs}} \) and \( \mathcal{W}(q)_{\text{Pfs}, q} \) respectively. For every \( \varphi \in \text{Frm}(\text{Pfs}) \) and \( w \in W \), the following hold:

1. for every \( w' \models w \), \((w', w) \models' \varphi \) if and only if \( w' \models \varphi \); and
2. \((q, w) \models' \varphi \) if and only if \( w \models \varphi \).

**Proof** Prove both the points simultaneously by induction on the structure of formulae in \( \text{Frm}(\text{Pfs}) \). The base case of induction is verified on atoms, on \( \top \), and on \( \bot \) by definition. For the inductive step, here we show how to prove the point 1 in the \( \square \) case, and for the other cases we refer to the companion technical report [11].

Consider the formula \( \square \varphi \), and assume that \((w', w) \models \varphi \). This means that \( \varphi \) is forced by every world reachable from some world larger that \((w', w)\). In particular, we have that

\[
\text{for every } (v', v) \geq (w', w), \text{ if } (v'', v) R'(v', v) \text{ then } (v'', v) \models' \varphi. \tag{2}
\]

We need to show that \( w' \models \square \varphi \). Pick \( v', v'' \) such that \( v' \geq w' \), and \( v'' R v' \), and fix them. It suffices to show that \( v'' \models \varphi \).

Since \( v' \geq w' \) and \( w' R w \), the reachability condition for \( R \) says that there exists \( v \in W \) such that \( v' R v \geq w \). By transitivity, we have \( v'' R v \) also. Hence \( (v', v) \geq (w', v) \) and \( (v'', v)' R'(v', v) \).

Property (2) says that \( (v'', v) \models' \varphi \), and so \( v'' \models \varphi \) by induction hypothesis.

For the other direction, assume \( w' \models' \square \varphi \). Then

\[
\text{for every } v' \geq w', \text{ if } v'' R v' \text{ then } v'' \models \varphi. \tag{3}
\]

We need to show that \((w', w) \models' \square \varphi \).

Consider a world \((v', v) \geq (w', w)\), and fix it. We have \( v' R v \), \( v' \geq w' \) and \( v \geq w \). Now, consider any world reachable from \((v', v)\). We need to show that this world satisfies \( \varphi \). There are two possible cases. If the world is of the form \((v'', v)\), we have that \( v'' R v \). Since \( v' R v \), we get \( v'' R v' \). Since \( v' \geq w' \), we get \( v'' \models \varphi \) by (3). Hence, \((v'', v) \models' \varphi \), by induction hypothesis.

In the other case, the world is of the form \((q, v)\). Since \( v R v' \) and \( v' \geq w' \), we have \( v \models \varphi \) by (3). Therefore, \((q, v) \models' \varphi \) by induction hypothesis.
We are ready to prove soundness, which depends on Lemmas 13 and 14. This theorem provides not only soundness for birelational models, but also for Kripke models, thanks to the encoding presented in §3.2. One last remark, easy to check, is that if a world $w$ satisfies a context then any world reachable from and/or greater than it also satisfies the context. Formally

$$\text{if } w \models \Gamma; \Delta \text{ then } v \models \Gamma; \Delta \text{ for every } v \text{ such that } v \mathrel{R} w \text{ or } v \geq w.$$  

(4)

**Theorem 15 (Bi-soundness)** If the judgement $\Gamma; \Delta \vdash P \mu \psi a t p$ is derivable in the logic, then it is bi-valid.

**Proof** The proof proceeds by induction on $n$, the number of inference rules applied in the derivation of the judgement $\Gamma; \Delta \vdash P \mu \psi a t p$. The inference rules are given in Fig. 1. The base case, where only one inference rule is used to derive the judgement, follows easily from the definition. We discuss the induction step.

*Induction hypothesis* ($n > 1$). We assume that the theorem holds for any judgement that is deducible by applying less than $n$ instances of inference rules, and consider a judgement $\Gamma; \Delta \vdash P \mu \psi a t p$ derivable in the logic by using exactly $n$ instances.

We fix a model $W_{Pls} = (W \subseteq, R, V, \text{Eval})$ on $Pls$, and let $\models$ be the forcing relation in this model. Let $w \in W$ be such that $P \subseteq \text{Reach}(w)$ and $w \models \Gamma; \Delta$. Fix $w$ for the rest of the proof. We have to show $w \models \mu \psi a t p$. We proceed by cases by considering the last rule applied to obtain $\Gamma; \Delta \vdash P \mu \psi a t p$. For the sake of clarity, we consider only the cases in which the last rule is introduction of implication($\rightarrow I$) and introduction of $\Box$ ($\Box I$). The treatment of the other rules is similar.

- **Case $\rightarrow I$.** If the last inference rule used was $\rightarrow I$ then $\mu$ is of the form $\varphi \rightarrow \psi$, and $\text{PL}(\Gamma; \Delta) \cup \text{PL}(\varphi) \cup \text{PL}(\psi) \cup \{p\} \subseteq P$. Furthermore, $\Gamma; \Delta, \varphi a t p \vdash P \psi a t p$ by using less than $n$ instances of the inference rules. By induction hypothesis, $\Gamma; \Delta, \varphi a t p \vdash P \psi a t p$ is bi-valid. We have to prove that there exists $v \mathrel{R} w$ such that $v \mathrel{p}$ and $v \models \varphi \rightarrow \psi$. Pick $v \geq w$ and fix it. We need to show that if $v' \models \varphi$, then $v' \models \psi$ also.

  Since $P \subseteq \text{Reach}(w)$, there exists $v \mathrel{R} w$ such that $v \mathrel{p}$. We will prove that $v \models \varphi \rightarrow \psi$. Pick $v' \geq v$ and fix it. We need to show that if $v' \models \varphi$, then $v' \models \psi$ also.

  We have $v' \mathrel{p}$ by coherence property, and $v' \models \Gamma; \Delta$. Also, as $R$ is reflexive, we have $v' \mathrel{R} v'$. If we assume that $v' \models \varphi$, then we get by definition that $v' \models \varphi \mathrel{a t p}$. Hence, we get $v' \models \Gamma; \Delta, \varphi a t p$. By induction hypothesis $\Gamma; \Delta, \varphi a t p \vdash P \psi a t p$ is bi-valid, and therefore $v' \models \psi \mathrel{a t p}$.

  Therefore, there is a world reachable from $v'$ which evaluates to $p$ and which forces $\psi$. Since $v' \mathrel{p}$ and $v' \mathrel{R} v'$, uniqueness says that this world must be $v'$ itself. Therefore $v' \models \psi$, as required.

- **Case $\Box I$.** Then $\mu$ is of the form $\Box \varphi$. Moreover, $\text{PL}(\Gamma; \Delta) \cup \text{PL}(\varphi) \cup \{p\} \subseteq P$, and $\Gamma; \Delta \vdash P+q \varphi \mathrel{a t q}$ for some $q \notin P$ by using less than $n$ instances of the rules. By induction hypothesis, $\Gamma; \Delta \vdash P+q \varphi \mathrel{a t q}$ is bi-valid. Without loss of generality, we can assume that $q \notin Pls$ (otherwise, we can rename $q$ in $Pls$).

  We have that $w \models \Gamma; \Delta$, and we need to show that $w \models \Box \varphi \mathrel{a t p}$. Note that $p \notin P$, and $P \subseteq \text{Reach}(w)$. Therefore there is a $w' \in \text{Reach}(w)$ such that $w' \mathrel{p}$. Pick such a $w'$, and fix it. We have $w' \models \Gamma; \Delta$. We shall show that $w' \models \Box \varphi$, and we will be done.

  In order to show that $w' \models \Box \varphi$, we have to show that $v' \models \varphi$ for every $v, v'$ such that $v' \mathrel{R} v \geq w$. Pick such $v, v'$ and fix them. We have $v' \models \Gamma; \Delta$. Since $P \subseteq \text{Reach}(w)$ and $v' \mathrel{R} v \geq w$, we get $P \subseteq \text{Reach}(v')$ by reachability and coherence.
Let \( Pls' = Pls \cup \{ q \} \), and let \( W(q)_{Pls'} \) be the \( q \)-extension of the birelational model. Let \( \models' \) be the forcing relation on \( W(u, q) \). From the hypothesis \( \models' \models \Gamma; \Delta \) and Lemma 14, we get \( (v', v') \models' \models \Gamma; \Delta \).

From definition of \( q \)-extension, it is clear that \( Reach((v', v')) = Reach(v') \cup \{ q \} \). Hence \( P + q \subseteq Reach((v', v')) \). We can now apply the induction hypothesis on the world \( (v', v') \) and obtain \( (v', v') \models' \varphi \). By the definition of the \( q \)-extension, this is equivalent to \( (q, v') \models' \varphi \). Lemma 14 then implies that \( \varphi' \models \varphi \), as required.

### 3.2 Relating Kripke and Birelational Models

In this section, we shall present an encoding of Kripke models in birelational models that preserves the forcing relation. This will allow us to prove the soundness of the logic for Kripke models.

In particular, given a Kripke model with a set of states \( K \), we construct a birelational model whose worlds are pairs \( (k, p) \) where \( k \in K \) and \( p \) is a place in the Kripke state \( k \). Two worlds will be related if they come from the same Kripke state. The world \( (l, p) \) will be greater than \( (k, q) \) only if \( l \geq k \) and \( p = q \). The world \( (k, p) \) will evaluate to \( p \), and an atom will be interpreted in the world \( (k, p) \) only if it is placed in \( p \) in the Kripke state \( k \). The construction will guarantee that the Kripke state \( k \) forces an assertion \( \psi \) if and only if the corresponding world \( (k, p) \) forces the formula \( \psi \).

**Proposition 16 (Encoding)** Given a Kripke model, \( K = (K, \leq, \{ P_k \}_{k \in K}, \{ I_k \}_{k \in K}) \) with set of places \( Pls \), we define its \( K \)-birelational model \( \mathcal{W}^K_{Pls} \) to be the quintuple \( (W', \leq', R', I', \text{Eval}') \), where

1. \( W' \overset{def}{=} \bigcup_{k \in K} \{ (k, p) : p \in P_k \} \);
2. \( \leq' \subseteq W' \times W' \) is defined as: \( (k, p) \leq' (l, q) \) if and only if \( k \leq l \) and \( p = q \);
3. \( R' \subseteq W' \times W' \) is defined as: \( (k, p) R'(l, q) \) if and only if \( k = l \);
4. \( I' : \text{Atoms} \to \text{Pow}(W') \) is defined as: \( I(A) \overset{def}{=} \{ (k, p) \mid p \in I_k(A) \} \);
5. \( \text{Eval}' : W' \to Pls' \) is defined as: \( \text{Eval}(k, p) \overset{def}{=} p \).

\( \mathcal{W}^K_{Pls} \) is a birelational model. Let \( \models_K \) and \( \models_W \) extend the interpretation of atoms in \( K \) and \( \mathcal{W}_{Pls} \) respectively. The encoding preserves the forcing relation, namely for every \( k \in K, p \in P_k \), and \( \varphi \in \text{Frm}(Pls) \):

\( (k, p) \models_K \varphi \) if and only if \( (k, p) \models_W \varphi \)

**Proof** It is easy to check that the construction satisfies the properties of a birelational model. To prove that the encoding preserves the forcing relation we proceed by induction on the formula \( \varphi \in \text{Frm}(Pls) \). The statement of the proposition is easily verified on \( \top, \bot \) and on atoms.

**Induction hypothesis.** We consider a formula \( \varphi \in \text{Frm}(Pls) \), and assume that the proposition holds for each of its sub-formulae. For sake of clarity, we just illustrate the cases of modalities \( @p \) and \( \Box \).

**Case** \( \varphi = \varphi_1 @q \). Then \( (k, p) \models_K \varphi \) means that \( q \in P_k \) and \( (k, q) \models_K \varphi_1 \). By induction hypothesis and definition, this is equivalent to saying that there exists \( (k, q) R'(k, p) \) such that \( (k, q) \models q \), and \( (k, q) \models_W \varphi_1 \). This is equivalent to saying that \( (k, p) \models_W \varphi_1 @q \).

**Case** \( \varphi = \Box \varphi_1 \). Then \( (k, p) \models_K \varphi \) means that for every \( l \geq k \) and every \( q \in P_l \), we have \( (l, q) \models_K \varphi_1 \). By induction hypothesis and definition, this is equivalent to: for every \( (l, p) \geq' (k, p) \) and \( (l, q) R'(l, p) \), it is the case that \( (l, q) \models_W \varphi_1 \). This is equivalent to \( (k, p) \models_W \Box \varphi_1 \). ■
One thing worth pointing out is that in the resulting birelational model, the evaluation is total. It is easy to see the converse: every birelational model with a total evaluation can be encoded as a Kripke model such that the forcing relation is preserved. In the reverse encoding, the set of Kripke states is the set of all evaluations of its elements. Therefore, the class of Kripke models corresponds semantically to the class of birelational models in which the evaluation is total.

The encoding cannot be preserved if we consider birelational worlds with partial evaluation. Please note that this is not just a consequence of having undefined worlds in birelational models. If this was the case, we could have added “undefined” places in each Kripke state. The real issue is that when the evaluation is partial, two “undefined” worlds reachable from each other can be ordered: a situation that will be ruled out if the evaluation was total as a consequence of coherence and uniqueness. In Kripke models, “reachability” and order are essentially orthogonal. Hence, the reverse encoding will fail to preserve the forcing relation.

This is no accident, and as we have pointed out before, partiality of the evaluation in birelational models is essential for the proof of the finite model property. This was illustrated by the “finite model” \( \mathcal{V}_{exam} \) in Example 9. In \( \mathcal{V}_{exam} \), it is the case that \( w_1 \leq w_2, w_1 R w_2, w_1 \uparrow \) and \( w_2 \downarrow p \). As discussed there, this model allows us to refute the judgement \( \square \neg \neg A \uparrow \{ p \} \not \vdash \neg \square A \uparrow p \). As we will see later, the judgement will be valid in every finite Kripke model.

The encoding and soundness of logic with respect to birelational models proves soundness of Kripke semantics, as detailed in the companion technical report [11].

**Corollary 17 (Soundness)** If \( \Gamma; \Delta \vdash^P \mu \uparrow p \) is derivable in the logic, then it is valid in every Kripke model.

### 4 Bounded contexts and Completeness

In this section, we shall prove completeness of the logic with respect to both Kripke and birelational semantics. The proof will follow a modification of standard proofs of completeness of intuitionistic logics [7, 21, 38, 39], and we will construct a particular Kripke model: the canonical bounded Kripke model. The reason for the term “bounded” shall become clear later on. We will prove that a judgement is valid in the canonical bounded model if and only if it is derivable in the logic. Then we will use the encoding of the Kripke models into birelational models (see §3.2), and this will allow us to conclude completeness of birelational models. The resulting model will be used to prove the finite model property in §5.3. The construction of the model is adapted from \[38\].

We also point out that we shall prove the completeness results in the case where \( P \) is finite. This is not a serious restriction for completeness, and the result can be extended to judgements where \( P \) is infinite. The real advantage of using a finite set of places is that it will assist in the proof of finite model property as we will see in §5 (see Lemma 29).

We begin by defining sub-formulae of a pure formula. A *sub-formula* of a pure formula \( \varphi \) is inductively generated as:

- \( \varphi \) is a sub-formula of itself;
- if any of \( \varphi_1 \land \varphi_2, \varphi_1 \lor \varphi_2, \) and \( \varphi_1 \to \varphi_2 \) is a sub-formula of \( \varphi \), then so are \( \varphi_1 \) and \( \varphi_2 \); and
- if any of \( \square \varphi_1, \lozenge \varphi_1, \) and \( \varphi_1 \uparrow p \) is a sub-formula of \( \varphi \), then so is \( \varphi_1 \).
Given any set of pure formulae $\Theta$, the sub-formula closure $\Theta^*$, is the set of sub-formulae of each of its members. Formally:

$$\Theta^* \overset{\text{def}}{=} \{ \psi : \psi \text{ is a subformula of } \varphi \in \Theta \}.$$ 

We use sub-formulae closure to define bounded contexts:

**Definition 18 (Bounded Contexts)** Given a finite set of places $P$ and a finite set of pure formulae $\Theta \in \text{Frm}(P)$, a pair $(Q, \Delta)$ is a $(P, \Theta)$–bounded context if

- $Q$ is a finite set of places that contains $P$, i.e., $P \subseteq Q$; and
- $\Delta$ is a finite set of sentences of the form $\varphi \ at \ q$ where $\varphi \in \Theta^*$ and $q \in Q$.

The bounded contexts will be used as Kripke states in the canonical model. However, we will need particular kinds of bounded contexts.

**Definition 19 (Prime Bounded Contexts)** Let $P$ be a finite set of places, and $\Theta, \Gamma \subseteq \text{Frm}(P)$ be two finite sets of pure formulae. A $(P, \Theta)–$bounded context $(Q, \Delta)$ is said to be $\Gamma$–prime if

- $\Gamma; \Delta \vdash Q \varphi \ at \ q$ for $\varphi \in \Theta^*$ and $q \in Q$ implies that $\varphi \ at \ q \in \Delta$ (\Theta-deductive closure);
- $\Gamma; \Delta \nvdash Q \bot \ at \ q$ for every $q \in Q$ (Consistency);
- $\Gamma; \Delta \vdash Q \varphi \lor \psi \ at \ q$ for $\varphi \lor \psi \in \Theta^*$ and $q \in Q$ implies that either $\varphi \ at \ q \in \Delta$ or $\psi \ at \ q \in \Delta$ (\Theta-disjunction property); and
- $\Gamma; \Delta \vdash Q \varphi \ at \ q$ for $\varphi \in \Theta^*$ and $q \in Q$ implies that there exists $q' \in Q$ such that $\varphi \ at \ q' \in \Delta$ (\Theta-diamond property).

As an example, let $A$ be an atom. Let $P = \{p\}$, $\Theta = \{A@p\}$ and $Q = \{p, q\}$. Consider the following sets of sentences:

- $\Delta_1 = \{A \ at \ p, A \ at \ q, A@p \ at \ p\}$;
- $\Delta_2 = \{A \ at \ p, A \ at \ q, A@p \ at \ p, A@p \ at \ q\}$; and
- $\Delta_3 = \{A \ at \ p, A \ at \ q, A@p \ at \ p, A@p \ at \ q, \Diamond A \ at \ q\}$.

Clearly, we have that $P \subseteq Q$. If $\psi \ at \ r$ is a sentence in $\Delta_1$ or $\Delta_2$, then $\psi$ is a sub-formula of $\Theta$ and $r \in Q$. Therefore, $(Q, \Delta_1)$ and $(Q, \Delta_2)$ are $(P, \Theta)$–bounded contexts. On the other hand, $(Q, \Delta_3)$ is not a $(P, \Theta)$–bounded context as $\Diamond A$ is not a sub-formula of $A@p$.

If we let $\Gamma$ to be the list $\{A\}$, then it follows easily that $\Gamma; \Delta_1 \vdash Q \ A \ at \ p$. Using the inference rule of introduction of $\Diamond$, we get $\Gamma; \Delta_1 \vdash Q A@p \ at \ q$. However, we have that $A@p \ at \ q \notin \Delta_1$. Therefore, $(Q, \Delta_1)$ is not $\Gamma$–prime. On the other hand, $(Q, \Delta_2)$ is $\Gamma$–prime.

The canonical model will be built by choosing the Kripke states to be prime bounded contexts. We will first show that bounded contexts can be extended to prime bounded contexts. Before we proceed, we state a proposition that says that the cut-rule is admissible in the logic. In [18], this has been proved for the logic without the disjunctive connectives. The proof can be extended for the logic with disjunctive connectives:

**Proposition 20** If $\Gamma; \Delta \vdash^P \mu \ at \ p_1$ and $\Gamma; \Delta, \mu \ at \ p_1 \vdash^P \psi \ at \ p$ then $\Gamma; \Delta \vdash^P \psi \ at \ p$.  
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Lemma 21 (Prime Bounded Extension) Let \((Q, \Delta)\) be a \((P, \Theta)\)-bounded context and \(\psi\) be a pure formula in \(\text{Frm}(P)\). Given a finite subset \(\Gamma \subseteq \text{Frm}(P)\) and \(q \in Q\) such that \(\Gamma; \Delta \nvdash Q\psi at q\), there exists a \((P, \Theta)\)-bounded context \((Q', \Delta')\) such that

1. \((Q', \Delta')\) is \(\Gamma\)-prime,
2. \((Q', \Delta')\) extends \((Q, \Delta)\), i.e., \(Q \subseteq Q'\), and \(\Delta \subseteq \Delta'\), and
3. \(\Gamma; \Delta' \nvdash Q\psi at q\).

Proof Please note that by definition \(P, \Theta\) and \(\Theta^*\) are finite sets. Pick new places \(q_\varphi\), one for each formula \(\varphi \in \Theta^*\). Let \(Q_0\) be the set of all such places. As the set \(\Theta^*\) is finite, \(Q_0\) is also a finite set. Finally, let \(\Sigma\) be the set of sentences \(\varphi at q\) such that \(\varphi \in \Theta^*\) and \(q \in Q \cup Q_0\). As \(\Theta^*, Q\) and \(Q_0\) are finite sets, \(\Sigma\) is also finite.

The set \(\Delta'\) required in the lemma would be a subset of \(\Sigma\) and the set \(Q'\) would be a subset of \(Q \cup Q_0\). These sets would be obtained by a series of extensions \(\Delta_n, Q_n\) which will satisfy certain properties:

Property 1 For every \(n \geq 0\)

1. \(Q_n \subseteq Q \cup Q_0\) and \(\Delta_n \subseteq \Sigma\);
2. \(Q_n \subseteq Q_{n+1}\), \(\Delta_n \subseteq \Delta_{n+1}\);
3. \((Q_n, \Delta_n)\) is \((P, \Theta)\)-bounded context; and
4. \(\Gamma; \Sigma_n \nvdash Q_{n+1} \psi at q\).

The series is constructed inductively. In the induction at an odd step, we will create a witness for a formula of the type \(\diamond \varphi\). At an even step, we deal with disjunction property. We shall also construct two sets:

- \(treated^\Diamond_n\), that will be the set of the formulae \(\diamond \varphi \in \Theta^*\) for which we have already created a witness.
- \(treated^\lor_n\), that will be the set of the formulae \(\psi_1 \lor \psi_2\) at \(q \in \Sigma\) which satisfy the disjunction property.

We pick an enumeration of \(\Theta^*\), and fix it. We start off by defining \(treated^\Diamond_0 = \emptyset\), \(treated^\lor_0 = \emptyset\), \(Q_0 = Q\), and \(\Delta_0 = \Delta\). It is clear from the hypothesis of the lemma that \(Q_0\) and \(P_0\) satisfy the four points of Property 1.

Then we proceed inductively, and assume that \(Q_n, \Delta_n (n \geq 0)\) have been constructed satisfying Property 1. In step \(n + 1\), we consider two cases:

1. If \(n + 1\) is odd, then pick the first formula \(\psi_1 \lor \psi_2 \in \Theta^*\) in the enumeration of \(\Theta^*\), such that

- \(\Gamma; \Delta_n \vdash Q_n \psi_1 \lor \psi_2 at r\), for some \(r \in Q_n\);
- \(\psi_1 \lor \psi_2 at r \notin treated^\lor_n\).

If no such formula exists, then let \(Q_{n+1} = Q_n\) and \(\Delta_{n+1} = \Delta_n\). In this case \(Q_{n+1}\) and \(\Delta_{n+1}\) satisfy the four points of Property 1 by induction.
Otherwise, if both $\Gamma; \Delta_n, \psi_1 \mathop{\vdash}_r \phi r \Delta_n, \psi_2 \mathop{\vdash}_r \phi q$ and $\Gamma; \Delta_n, \psi_2 \mathop{\vdash}_r \phi q$ and then we can deduce $\Gamma; \Delta_n, \psi_1 \mathop{\vdash}_r \phi q$. However, we have that $\Delta_n, Q_n$ satisfy Property 1. Hence, it must be the case that either $\Gamma; \Delta_n, \psi_1 \mathop{\vdash}_r \phi q$ or $\Gamma; \Delta_n, \psi_2 \mathop{\vdash}_r \phi q$.

We define $\Delta_{n+1} = \Delta_n \cup \{ \psi_1 \mathop{\vdash}_r \phi q \}$ if $\Gamma; \Delta_n, \psi_1 \mathop{\vdash}_r \phi q$, and $\Delta_{n+1} = \Delta_n \cup \{ \psi_2 \mathop{\vdash}_r \phi q \}$ otherwise. We define $Q_{n+1} = Q_n$. We have by construction $Q_n \subseteq Q_{n+1}, Q_{n+1} \subseteq Q \cup Q_0$ and $\Delta_n \subseteq \Delta_{n+1}$.

We have $r \in Q_n$. By definition, the set $\Theta^*$ is closed under sub-formulae. Therefore as $\psi_1 \vee \psi_2 \in \Theta^*$, we have both $\psi_1$ and $\psi_2$ are in $\Theta^*$. This implies that $\psi_1 \mathop{\vdash}_r \phi q$ and $\psi_2 \mathop{\vdash}_r \phi q$ are in $\Sigma$, and $(Q_{n+1}, \Delta_n)$ is $(P, \Theta)$-bounded context.

Also by construction $\Gamma; \Delta_n, \phi \mathop{\vdash}_r \phi q$. Therefore, $Q_{n+1}, \Delta_{n+1}$ satisfies Property 1. Finally, we let $treated'_{n+1} = treated_n \cup \{ \psi_1 \vee \psi_2 \mathop{\vdash}_r \phi q \}$ and $treated''_{n+1} = treated'_{n+1}$.

2. If $n+1$ is even, pick the first formula $\psi \mathop{\vdash}_r \phi q$ in the enumeration of $\Theta^*$ such that

- $\Gamma; \Delta_n \mathop{\vdash}_r \phi q \Delta_n, \mathop{\vdash}_r \phi q r$, for some $r \in Q_n$;
- $\phi \mathop{\vdash}_r \phi q \Delta_n, \mathop{\vdash}_r \phi q$.

Let $Q_{n+1} = Q_n + q_\phi \phi \Delta_{n+1} = \Delta_n \cup \{ \varphi \mathop{\vdash}_r \phi q \}, treated_{n+1} = treated_n \cup \{ \varphi \mathop{\vdash}_r \phi q \}$ and $treated''_{n+1} = treated'_{n+1}$. We have by construction that $Q_{n+1}$ and $\Delta_{n+1}$ satisfy the first three points of Property 1. We claim that $\Gamma; \Delta_n, \phi \mathop{\vdash}_r \phi q$. Also,

Suppose that $\Gamma; \Delta_n \mathop{\vdash}_r \phi q \phi \mathop{\vdash}_r \phi q$, i.e., $\Gamma; \Delta_n, \varphi \mathop{\vdash}_r \phi q \phi \mathop{\vdash}_r \phi q \varphi \mathop{\vdash}_r \phi q$. We also have that $\Gamma; \Delta_n \mathop{\vdash}_r \phi \varphi \mathop{\vdash}_r \phi q$. In fact, by the inference rule $\varphi \mathop{\vdash}_r \phi q$:

$$
\frac{\Gamma; \Delta_n \mathop{\vdash}_r \phi q \Delta_n, \mathop{\vdash}_r \phi q,} \Gamma; \Delta_n \mathop{\vdash}_r \phi q \Delta_n, \mathop{\vdash}_r \phi q \Delta_n, \mathop{\vdash}_r \phi q \Delta_n, \mathop{\vdash}_r \phi q
$$

This contradicts the hypothesis on $Q_n, \Delta_n$. Hence $\Gamma; \Delta_n, \phi \mathop{\vdash}_r \phi q$. Therefore, $Q_{n+1}$ and $\Delta_{n+1}$ satisfy Property 1.

Therefore, we get by construction that $Q_n, \Delta_n$ satisfy Property 1. We define $Q' = \bigcup_{n \geq 0} Q_n$, and $\Delta'' = \bigcup_{n \geq 0} \Delta_n$. Now, using Property 1, $Q' \subseteq Q \cup Q_0$ and $\Delta'' \subseteq \Sigma$. This implies that $Q'$ and $\Delta''$ are finite sets. (Note that this means that the series $(Q_n, \Delta_n)$ is eventually constant). Using Property 1, we can easily show that $(Q', \Delta'')$ is a $(P, \Theta)$-bounded context and $\Gamma; \Delta'' \mathop{\vdash}_r \phi q$.

Finally, we define $\Delta'$ to be the set of all sentences $\varphi \mathop{\vdash}_s \varphi \mathop{\vdash}_s \Delta_n, \mathop{\vdash}_s \Delta_n, \mathop{\vdash}_s \Delta_n, \mathop{\vdash}_s \Delta_n$. As a consequence of cut rule, we get that

$$\Gamma; \Delta' \mathop{\vdash}_r \phi q \Delta_n, \mathop{\vdash}_r \phi q \Delta_n, \mathop{\vdash}_r \phi q \Delta_n, \mathop{\vdash}_r \phi q$$

Clearly, $\Delta'$ extends $\Delta''$ and hence $\Delta$. Furthermore, by construction $(Q', \Delta')$ is $(P, \Theta)$-bounded. Also we get $\Gamma; \Delta' \mathop{\vdash}_r \phi q \Delta_n, \mathop{\vdash}_r \phi q$, thanks to the equivalence (5). Finally, $(Q', \Delta')$ can be easily shown to be $\Gamma$-prime by construction.

We finally construct the bounded canonical model. In the model, the set of Kripke states is the set of prime bounded contexts $(Q, \Delta)$ ordered by inclusion. A place belongs to the state $(Q, \Delta)$ only if it is in $Q$, and an atom $A$ is placed in a place $\mathop{\vdash}_r \phi q$, thanks to the equivalence (5). Finally, $(Q', \Delta')$ can be easily shown to be $\Gamma$-prime by construction.

We finally construct the bounded canonical model. In the model, the set of Kripke states is the set of prime bounded contexts $(Q, \Delta)$ ordered by inclusion. A place belongs to the state $(Q, \Delta)$ only if it is in $Q$, and an atom $A$ is placed in a place $\mathop{\vdash}_r \phi q$, thanks to the equivalence (5). Finally, $(Q', \Delta')$ can be easily shown to be $\Gamma$-prime by construction.
Definition 22 (Bounded Canonical Model) Given a finite set of places $P$ and two finite sets of pure formulae $\Theta, \Gamma \subseteq \text{Frm}(P)$, the $\Gamma$-prime and $(P, \Theta)$-bounded canonical model is the quadruple $K_{\text{can}} \overset{\text{def}}{=} (K, \leq, \{P_k\}_{k \in K}, \{I_k\}_{k \in K})$, where

- the set $K$ is the set of all $(P, \Theta)$-bounded contexts that are $\Gamma$-prime;
- $(Q_1, \Delta_1) \leq (Q_2, \Delta_2)$ if and only if $Q_1 \subseteq Q_2$ and $\Delta_1 \subseteq \Delta_2$; and
- $P_{(Q, \Delta)} \overset{\text{def}}{=} Q$;

- for $k = (Q, \Delta)$, the function $I_k : \text{Atoms} \rightarrow \text{Pow}(P_k)$ is defined as
  $$I_{(Q, \Delta)}(A) \overset{\text{def}}{=} \{q \in Q : A \text{ at } q \in \Delta\}.$$
If Corollary 25 models is complete, we get that the class of birelational models is also complete for the logic. Let the whole logic. The proof can be extended for
model property, and not for completeness.
Fix \((Q, \Sigma)\). Pick \(\psi \in \Gamma, r \in Q\) and fix them. We first show that \(\Gamma; \Sigma \vdash Q \Box \psi \at r\). In the proof, we first choose a new place \(m \notin Q\), and then use the inference rule \(G\) to conclude that \(\psi \at r\) is derivable from \(\Gamma, \Sigma\). We then use the inference rule \(I\) to obtain \(\Gamma; \Sigma \vdash Q \Box \psi \at r\). More formally,
\[
\begin{array}{c}
\Gamma; \Sigma \vdash Q + m \psi \at m \\
\Gamma; \Sigma \vdash Q \Box \psi \at r \\
\hline
G
\end{array}
\]
As \(\psi \in \Gamma\), we have that \(\Box \psi \in \Theta\). As \(r \in Q\), we have by definition of prime contexts, \(\Box \psi \at r \in \Sigma\). Using Lemma 23, we get that \((Q, \Sigma) \models K; \Box \psi \at r\).

Furthermore, \(\Delta\) is contained in \(\Sigma\). Therefore, by Lemma 23, \((Q, \Sigma) \models K; \mu \at q\) whenever \(\mu \at q \in \Delta\).

Hence, we get that the Kripke state \((Q, \Sigma) \models K; \psi \at p\). By our assumption, we get \((Q, \Sigma) \models K; \psi \at p\) also. By Lemma 23, we get \(\varphi \at p \in \Sigma\). However our choice of \(Q, \Sigma\) was such that \(\varphi \at p \notin \Sigma\). We have just reached a contradiction, and hence we can conclude that \(\Gamma; \Delta \vdash \varphi \at p\).

Now, by the encoding of Kripke models into birelational models (see Proposition 16), if a judgement is valid in all birelational models then it is valid in all Kripke models. As the class of Kripke models is complete, we get that the class of birelational models is also complete for the logic.

**Corollary 25** If \(P\) is finite and the judgement \(\Gamma; \Delta \vdash P; \varphi \at p\) is bi-valid in every birelational model, then it is provable in the logic.

The proofs in this section can be suitably modified to allow \(P\) to be infinite, as they do not actually require context sets to be finite. Finiteness is actually required for the proof of the finite model property, and not for completeness.

There is another way in which we can deduce the completeness results when \(P\) is infinite. For this, we take recourse to the following proposition which states that to derive a judgment, it is sufficient just to consider the set of places appearing in the formulae of the judgement itself. This was proved for the logic without disjunctive connectives in \([18]\), and the proof can be extended for the whole logic.

**Proposition 26** Let \(P_0 = PL(\Gamma) \cup PL(\Delta) \cup PL(\varphi) \cup \{p\}\), and \(P_0 \subseteq P\). Then \(\Gamma; \Delta \vdash P; \varphi \at p\) if and only if \(\Gamma; \Delta \vdash P_0; \varphi \at p\).

In order to use completeness result for judgements in which \(P\) is infinite, we proceed as follows. Suppose that \(\Gamma; \Delta \vdash P; \varphi \at p\).

Let \(P_0 = PL(\Gamma) \cup PL(\Delta) \cup PL(\varphi) \cup \{p\}\). Please observe that by the above proposition, we get \(\Gamma; \Delta \vdash P_0; \varphi \at p\).

Using Theorem 24, we get a Kripke world \(K\) with a Kripke state \(k\) such that \(k\) forces \(\Gamma; \Delta\) but not \(\varphi \at p\). Furthermore, \(k\) has at least \(P_0\) places. Without loss of generality, we can assume that \(K\) does not contain any place in the set \(P \setminus P_0\) (otherwise we can rename them). Now pick \(p_0 \in P\), and fix it. In each Kripke state of \(K\) add new places \(P \setminus P_0\), each duplicating \(p_0\). It can be shown that in the resulting model the Kripke state \(k\) still forces \(\Gamma; \Delta\) but not \(\varphi \at p\). Therefore, we obtain completeness for Kripke semantics when \(P\) is infinite.
5 Finite Model Property

In this section, we will show that if a judgement is not provable in the logic, then there is a finite birelational model that invalidates it. The proof will use the counter-model from the proof of completeness in §4. The birelational model constructed in the proof of completeness consists of worlds of the form \((Q, \Delta, q)\) where \((Q, \Delta)\) are prime bounded contexts and \(q \in Q\). The model constructed may be infinite as it may contain infinitely many worlds. However, by using techniques similar to those used in [38], we will be able to construct a finite model that is equivalent to the counter-model. The key technique in the construction is the identification of triples \((Q, \Delta, q)\) that differ only in renaming of places other than those in \(P\). We start the proof by discussing renaming functions.

5.1 Renaming functions

Given any two sets of places \(Q_1, Q_2\), a renaming function is a function \(f : Q_1 \rightarrow Q_2\). Intuitively, \(f\) renames a place \(q\) in \(Q_1\) as \(f(q)\). Given a renaming function \(f : Q_1 \rightarrow Q_2\), we can extend \(f\) to a function from the set \(\text{Frm}(Q_1)\) into the set \(\text{Frm}(Q_2)\) by replacing all occurrences of places \(q\) by \(f(q)\). More formally,

- \(f(A) \overset{\text{def}}{=} A\) for all atoms \(A\);
- \(f(\varphi_1 \circ \varphi_2) \overset{\text{def}}{=} f(\varphi_1) \circ f(\varphi_2)\) for \(\circ \in \{\lor, \land, \rightarrow\}\);
- \(f(\varphi @ q) \overset{\text{def}}{=} f(\varphi) @ f(q)\);
- \(f(\Box \varphi) \overset{\text{def}}{=} \Box f(\varphi)\) and \(f(\Diamond \varphi) \overset{\text{def}}{=} \Diamond f(\varphi)\).

This can be further extended to contexts \(\Gamma; \Delta\) by applying \(f\) to all formulae in \(\Gamma\) and all sentences in \(\Delta\) with \(f\) extended to sentences as \(f(\varphi \; \text{at} \; q) \overset{\text{def}}{=} f(\varphi) \; \text{at} \; f(q)\).

If \(f\) is a renaming function, then we can transform a proof of a judgement \(\Gamma; \Delta \vdash Q_1 \varphi \; \text{at} \; q\) to a proof of the judgement \(f(\Gamma; \Delta) \vdash Q_2 f(\varphi) \; \text{at} \; f(q)\):

**Lemma 27 (Provability Preservation Under Renaming)** Let \(f : Q_1 \rightarrow Q_2\) be a renaming function. Then for any set of pure formulae \(\Gamma\), any set of sentences \(\Delta\), any formula \(\varphi\) and any place \(q\) such that \(\text{PL}(\Gamma) \cup \text{PL}(\Delta) \cup \text{PL}(\varphi) \cup \{q\} \subseteq Q_1\), we have:

\[
\Gamma; \Delta \vdash Q_1 \varphi \; \text{at} \; q \implies f(\Gamma; \Delta) \vdash Q_2 f(\varphi) \; \text{at} \; f(q).
\]

**Proof** Intuitively, replace all occurrences of places \(r\) in the proof of \(\Gamma; \Delta \vdash Q_1 \varphi \; \text{at} \; q\) by \(f(r)\) to obtain a proof of \(f(\Gamma; \Delta) \vdash Q_2 f(\varphi) \; \text{at} \; f(q)\). This can be shown inductively on the length of the proof of \(\Gamma; \Delta \vdash Q_1 \varphi \; \text{at} \; q\).

For example, let \(Q_1 = \{p, q\}\) and \(Q_2 = \{r\}\). Let \(f : Q_1 \rightarrow Q_2\) be the function \(f(p) = r, f(q) = r\). Let \(A\) be an atom, and let \(\Gamma\) to be the empty list. We have \(\Gamma; A \; \text{at} \; p \vdash Q_1 A @ p \; \text{at} \; q\). Then by the Lemma 27, \(\Gamma; A \; \text{at} \; r \vdash Q_2 A @ r \; \text{at} \; r\).

5.2 Pointed Contexts and Morphisms

Let \(P, Q\) be finite sets of places such that \(P \subseteq Q\). Let \(\Theta \subseteq \text{Frm}(P)\) be a finite set of pure formulae with sub-formula closure \(\Theta^+\). Please recall that given a finite set of sentences \(\Delta\), we say that \((Q, \Delta)\)
is a \((P, \Theta)\)–bounded context if for every sentence \(\varphi\) at \(r\) it is the case that \(\varphi \in \Theta^*\) and \(r \in Q\). Given a \((P, \Theta)\)–bounded context \((Q, \Delta)\), we will say that \((Q, \Delta, q)\) is a pointed \((P, \Theta)\)–bounded context if \(q \in Q\). Henceforth, we refer to such triples as \((P, \Theta)\)–pcontexts. The element \(q\) is said to be the point of the pcontext \((Q, \Delta, q)\). Following [38], we lift the notion of renaming functions to morphisms between pcontexts:

**Definition 28 (Morphism)** Let \(w_1\) and \(w_2\) be two \((P, \Theta)\)–pcontexts, and let \(w_i = (Q_i, \Delta_i, q_i)\) for \(i = 1, 2\). A morphism from \(w_1\) to \(w_2\) is a renaming function \(f : Q_1 \rightarrow Q_2\) such that

1. \(f(p) = p\) for every \(p \in P\);
2. if \(\varphi\) at \(q \in \Delta_1\) then \(\varphi\) at \(f(q) \in \Delta_2\); and
3. \(f(q_1) = q_2\).

We write \(w_1 \preceq w_2\) whenever there is a morphism from \(w_1\) to \(w_2\). Furthermore, we write \(w_1 \simeq w_2\) if \(w_1 \preceq w_2\) and \(w_2 \preceq w_1\).

The first part of the definition says that the renaming function does not change the places in \(P\). Now for every sentence \(\varphi\) at \(q \in \Delta_1\), it is the case that \(\varphi \in \text{Frm}(P)\). Therefore, the second condition is equivalent to saying that \(f(\Delta_1) \subseteq \Delta_2\). Hence, \((Q_1, \Delta_1, q_1) \preceq (Q_2, \Delta_2, q_2)\) intuitively means that \(\Delta_2\) has “more” sentences than \(\Delta_1\) up-to renaming. Finally, the third part says that a morphism preserves the point of a pcontext.

For example, let \(P = \{p\}, \Theta = \{A\}\) and \(Q_1 = Q_2 = \{p, q, r\}\). Let \(f : Q_1 \rightarrow Q_2\) be the renaming function defined as \(f(p) = p, f(q) = r\) and \(f(r) = q\). Consider the three sets of sentences:

- \(\Delta_1 = \Delta_2 = \{A\text{ at }q, A\text{ at }p\}\), and
- \(\Delta' = \{A\text{ at }p, A\text{ at }r\}\).

We have \(f(A\text{ at }q) = A\text{ at }r\). Now, we have that \(A\text{ at }r \not\in \Delta_2\) and \(A\text{ at }r \in \Delta'\). Therefore, \(f\) is not a morphism from \((Q_1, \Delta_1)\) to \((Q_2, \Delta_2)\). On the other hand, \(f\) is a morphism from \((Q_1, \Delta_1)\) to \((Q_2, \Delta')\).

Clearly, \(\preceq\) is a preorder. The identity function gives reflexivity and function composition gives transitivity. This makes the relation \(\simeq\) an equivalence relation. If \(w\) is a pcontext, then we shall use \([w]\) to denote the class of the pcontexts equivalent to \(w\) with respect to the relation \(\simeq\). We shall use these equivalence classes as the worlds of the finite counter-model. The order amongst the worlds will be given by the preorder \(\preceq\). We will now show that the relation \(\simeq\) partitions the set of pcontexts into finite number of classes. Please note that it is in this proof, we use the fact that the set \(P\) is finite:

**Lemma 29 (Finite Partition)** The set of \((P, \Theta)\)–pcontexts is partitioned into a finite number of equivalence classes by the equivalence \(\simeq\).

**Proof** We will show that every \((P, \Theta)\)–pcontext is equivalent to a canonical pcontext. The set of canonical pcontexts will be finite. Before we proceed, please note that \(P\) and \(\Theta\) are finite sets by definition. Hence, the sub-formula closure \(\Theta^*\) and the powerset \(\text{Pow}(\Theta^*)\) must be finite sets.

We will now define the set of canonical pcontexts. For each \(\Lambda \subseteq \Theta^*\) we choose a new place \(r_\Lambda \notin P\) such that \(r_\Lambda \neq r_{\Lambda_1}\) if \(\Lambda_1 \neq \Lambda_2\). Let \(R \overset{\text{def}}{=} \{ r_\Lambda : \Lambda \subseteq \Theta^* \}\). The cardinality of \(R\) is the
same as the cardinality of $\text{Pow}(\Theta^*)$, and hence $R$ is finite. A canonical pcontext will have places amongst $P \cup R$. Furthermore, the canonical pcontext will contain the sentence $\varphi$ at $r_\Lambda$ if and only if $r_\Lambda$ is a place in the pcontext and $\varphi \in \Lambda$. More formally, we say that the triple $(Q, \Sigma, q)$ is a canonical $(P, \Theta)$-pcontext if

- $Q$ is a set of places such that $P \subseteq Q \subseteq P \cup R$.
- $\Delta$ is the union of two sets $\Delta_P$ and $\Delta_R$, where
  1. $\Delta_P$ is a set of sentences such that $\varphi$ at $s \in \Delta_P$ means that $\varphi \in \Theta^*$ and $s \in P$; and
  2. $\Delta_R$ is the set of all sentences $\varphi$ at $r_\Lambda$, where $\varphi \in \Lambda$ and $r_\Lambda \in Q \cap R$. In other words, $\Delta_R \overset{\text{def}}{=} \{ \varphi$ at $r_\Lambda : \varphi \in \Lambda, r_\Lambda \in Q \cap R \}$.
- $q \in Q$.

Clearly, a triple that satisfies the above points is a $(P, \Theta)$-pcontext. Furthermore, as the sets $P, R, \Theta^*$ are finite, the set of canonical pcontexts must be finite also.

We will now show that for every pcontext $w = (Q, \Delta, q)$ there is a canonical pcontext equivalent to it. This would immediately give us that the number of equivalence classes induced by $\simeq$ is finite.

Let $w = (Q, \Delta, q)$ be a $(P, \Theta)$-pcontext. Fix $w$. For $s \in Q$, let $H(s) \subseteq \Theta^*$ be the set of formulae $\varphi$ such that $\varphi$ at $s \in \Delta$.

We now define $w' = (Q', \Delta', q')$, the canonical pcontext equivalent to $w$ as follows. $P$ will be contained in $Q'$. For each $s \in Q \setminus P$, we add the place $r_{H(s)}$ to $Q'$. For $p \in P$, a sentence $\varphi$ at $p$ will be in $\Delta'$ only if it is in $\Delta$. A sentence $\varphi$ at $r_{H(s)}$ will be in $Q'$ only if $\varphi \in H(s)$. Finally, the point $q'$ will be $q$ if $q \in P$. Otherwise the point $q'$ will be $r_{H(q)}$. More formally, we define:

- $Q' \overset{\text{def}}{=} P \cup \{ r_{H(s)} : s \in Q \setminus P \}$
- $\Delta' \overset{\text{def}}{=} \Delta_P \cup \Delta_R$, where
  - $\Delta_P \overset{\text{def}}{=} \{ \varphi$ at $p : \varphi$ at $p \in \Delta$ and $p \in P \}$
  - $\Delta_R \overset{\text{def}}{=} \{ \varphi$ at $r_{H(s)} : s \in Q \setminus P$ and $\varphi \in H(s) \}$
- $q' \overset{\text{def}}{=} \begin{cases} q & \text{if } q \in P; \\ r_{H(q)} & \text{if } q \in Q \setminus P. \end{cases}$

Clearly, $(Q', \Delta', q')$ is a canonical $(P, \Theta)$-pcontext. Moreover, the renaming functions

$$f : Q \longrightarrow Q' \quad f(s) \overset{\text{def}}{=} \begin{cases} s & \text{if } s \in P; \\ r_{H(s)} & \text{otherwise.} \end{cases}$$

$$g : Q' \longrightarrow Q \quad g(t) \overset{\text{def}}{=} \begin{cases} t & \text{if } t \in P; \\ q & \text{if } t = q'; \\ l & \text{otherwise, where } l \in Q \setminus P \text{ is chosen s.t. } t = r_{H(l)}. \end{cases}$$

are morphisms from $w$ to $w'$ and from $w'$ to $w$, respectively. We conclude that $w \simeq w'$. ■
5.3 The Finite Counter-Model

Given a finite set of places \( P \) and two finite sets of pure formulae \( \Gamma, \Theta \subseteq \text{Frm}(P) \), let \( K_{\text{can}} \) be the \( \Gamma \)-prime and \((P, \Theta)\)-bounded canonical Kripke model as defined in §4 (see Definition 22). Let \( \mathcal{W}_{\text{can}} = (W, \leq, R, I, \text{Eval}) \) be the \( K_{\text{can}} \)-birelational model obtained by using the encoding of \( K_{\text{can}} \) into a birelational model (see §3.2). We call \( \mathcal{W}_{\text{can}} \) the \( \Gamma \)-prime and \((P, \Theta)\)-bounded canonical birelational model. Please recall from the proof of completeness (see §4) that if a judgement \( \Gamma; \Sigma \vdash_P \varphi \) at \( p \) is not provable, then \( \mathcal{W}_{\text{can}} \) provides the birelational counter-model for the judgement for an appropriate choice of \( \Theta \).

The worlds of \( \mathcal{W}_{\text{can}} \) are pcontexts \((Q, \Delta, q)\) where \((Q, \Delta)\) are \( \Gamma \)-prime and \((P, \Theta)\)-bounded. Two worlds \( w_1 = (Q_1, \Delta_1, q_1) \) and \( w_2 = (Q_2, \Delta_2, q_2) \) are reachable from each other if \( Q_1 = Q_2 \) and \( \Delta_1 = \Delta_2 \). Furthermore, \((Q_1, \Delta_1, q_1) \leq (Q_2, \Delta_2, q_2)\) if \( Q_1 \subseteq Q_2 \), \( \Delta_1 \subseteq \Delta_2 \) and \( q_1 = q_2 \). A world \( w = (Q, \Delta, q) \in I(A) \) for some atom \( A \) if \( A \) at \( q \in \Delta \). The evaluation is a total function, and \( E((Q, \Delta, q)) = q \). Furthermore, as a consequence of definition of canonical models, a world \( w = (Q, \Delta, q) \) forces a formula \( \varphi \in \Theta^* \) if and only if \( \varphi \) at \( q \in \Delta \).

Even though the worlds in canonical birelational are composed of bounded pcontexts, the set of the worlds may itself be infinite. Following [38], we shall construct a finite model, called the quotient model, equivalent to the canonical model. For this model, we will use morphisms between pcontexts. Please recall that given pcontexts \( w_1 \) and \( w_2 \), \( w_1 \preceq w_2 \) if there is a morphism from \( w_1 \) into \( w_2 \), and \( w_1 \preceq w_2 \) if \( w_1 \preceq w_2 \) and \( w_2 \preceq w_1 \). The relation \( \preceq \) is a preorder and \( \simeq \) is an equivalence. The set of equivalence classes generated by \( \simeq \) is finite by Lemma 29. We write \([w]\) for the equivalence class of \( w \).

In the quotient canonical model, the set of worlds will be \( W_{/\simeq} \), the set of equivalence classes generated by \( \simeq \) on \( W \). We have that \( W_{/\simeq} \) is finite. Our construction will ensure that \( w \) in the canonical birelational model forces a formula \( \varphi \in \Theta^* \) only if \([w] \) forces \( \varphi \).

In the quotient model, \([w_1] \) will be less than \([w_2] \) only if \( w_1 \preceq w_2 \). As \( \preceq \) is a preorder, it follows easily that this ordering is well-defined. If \( R \) is the reachability relation on the canonical model, then \([w_1] \) is reachable from \([w_2] \) in the quotient model only if there is some \( w'_1 \in [w_1] \) and \( w'_2 \in [w_2] \) such that \( w'_1 R w'_2 \). The equivalence of \( \preceq \) ensures that reachability relation is well-defined. If \( I \) is the interpretation of atoms in the canonical model and \( w = (Q, \Delta, q) \), then an atom \( A \) will be placed in a world \([w] \) only if \( A \) at \( q \in \Delta \). Since a morphism between pcontexts always preserves points, the interpretation function is also well-defined.

Finally, the evaluation of a world \([w] \) in the canonical model will be partial. It is defined only if the point of \( w \) is in \( P \), and in that case the evaluation of \([w] \) is the point of \( w \). Please note that morphisms between pcontexts always fixes elements in \( P \), and therefore the evaluation is also well-defined. Moreover, partiality is essential for the well-definedness of the evaluation as a morphism of pcontexts may not preserve places other than those in \( P \).

We start by defining the quotient model formally, and show that this is indeed a birelational model.

**Definition 30 (Quotient Canonical Model)** Given a finite set of places \( P \) and two finite sets of pure formulae \( \Gamma, \Theta \subseteq \text{Frm}(P) \), let \( \mathcal{W}_{\text{can}} = (W, \leq, R, I, \text{Eval}) \) be the \( \Gamma \)-prime and \((P, \Theta)\)-bounded canonical birelational model with set of places \( P \), and is defined to be the quintuple \((W_{/\simeq}, \leq', R', I', \text{Eval}')\), where

1. The set \( W_{/\simeq} \) is the set of the equivalence classes generated by the relation \( \simeq \) on \( W \).
2. The binary relation \( \leq' \) is defined as: \([w_1] \leq' [w_2] \) if and only if \( w_1 \preceq w_2 \).
3. The binary relation $R'$ is defined as: $[w_1] R'[w_2]$ if and only if there exists $w'_1 \in [w_1]$ and $w'_2 \in [w_2]$ such that $w'_1 R w'_2$.

4. The function $I' : Atoms \rightarrow Pows(W_{/\leq \bar{\Gamma}})$ is defined as:

$$I'(A) \overset{\text{def}}{=} \{ [w] : w \in I(A) \}$$

5. The partial function $Eval' : W_{/\leq} \rightarrow P$ is defined as:

$$Eval'([w]) \overset{\text{def}}{=}
\begin{cases} 
  p & \text{if } w = (Q, \Delta, p) \text{ and } p \in P; \\
  \text{not defined} & \text{otherwise.}
\end{cases}$$

As we discussed before, $\leq'$, $R'$, $I'$ and $Eval'$ in the quotient model are well-defined. The quotient model is a finite birelational model, as stated in the following proposition.

**Proposition 31 (Birelational Preservation)** Let $W_{\text{can}} = (W, \leq, R, I, Eval)$ be the $\Gamma$–prime and $(P, \Theta)$–bounded canonical birelational model with set of places $Pls$. Let $W_{/\leq} = (W_{/\leq}, \leq', R', I', Eval')$ be the quotient model of $W_{\text{can}}$. Then $W_{/\leq}$ is a finite birelational model with set of places $P$.

**Proof** The finiteness of $W_{/\leq}$ follows from Lemma 29. The properties required by Definition 7 are easily checked, a particular attention is needed only to prove the transitivity for $R'$. Since this case is tricky but not illuminating, we refer to the companion technical report [11]. As an example, we show uniqueness for $Eval'$ here.

Consider $[w_1], [w_2] \in W_{/\leq}$ such that $[w_1] R'[w_2]$. This means that there exist $w'_1, w'_2 \in W$ such that $w_1 \preceq w'_1 R w'_2 \preceq w_2$. Assume that $[w_1] | q$ and $[w_2] | q$. Then $w'_1 \downarrow q$ and $w'_2 \downarrow q$ in $W_{\text{can}}$. The uniqueness property in $W_{\text{can}}$ says that $w'_1 = w'_2$. Hence $w_1 \preceq w'_1 \preceq w_2$. We conclude $[w_1] = [w_2]$ as required by uniqueness.

We will show that a world $w$ forces a formula in $\Theta^*$ in the canonical birelational model if and only if $[w]$ forces the formula in the quotient model. For this, we will need the following proposition which states that given worlds $w_1 \preceq w_2$ in the canonical model, if $w_1$ forces a formula in $\Theta^*$ then so does $w_2$.

**Proposition 32 (Forcing Preservation Under Morphisms)** Given a finite set of places $P$ and two finite sets of pure formulae $\Gamma, \Theta \subseteq \text{Frm}(P)$, let $W_{\text{can}} = (W, \leq, R, I, Eval)$ be the $\Gamma$–prime and $(P, \Theta)$–bounded canonical birelational model. Let $\models_W$ be the extension of interpretation $I$ to formulae. Then for every $w_1, w_2 \in W$, and $\varphi \in \Theta^*$:

1. If $w_1 \preceq w_2$ then $w_1 \models_W \varphi$ implies $w_2 \models_W \varphi$.

2. If $w_1 \subseteq w_2$, then $w_1 \models_W \varphi$ if and only if $w_2 \models_W \varphi$.

**Proof** We prove the first point as the second one is straightforward consequence of the first one.

Consider $w_1, w_2 \in W$ such that $w_1 \preceq w_2$. This means that $w_1 = (Q_1, \Delta_1, q_1)$ and $w_2 = (Q_2, \Delta_2, q_2)$ where $(Q_i, \Delta_i)$ are $\Gamma$–prime and $(P, \Theta)$-bounded contexts for $i = 1, 2$. Moreover, there is a morphism $f : Q_1 \rightarrow Q_2$ such that $f(q_1) = q_2$.

Assume that $w_1 \models_W \varphi$ for some $\varphi \in \Theta^*$. This means from the definition of canonical birelational model that $\varphi$ at $q_1 \in \Delta_1$. Since $f$ is a morphism from $w_1$ to $w_2$, we get that $\varphi$ at $q_2 \in \Delta_2$. Once again, we get from the definition of canonical birelational model that $w_2 \models_W \varphi$. ■
We are now ready to prove that if the world \( w \) in the canonical birelational model forces \( \phi \in \Theta^* \), then the world \([w]\) in the quotient model also forces \( \phi \), and vice-versa.

**Lemma 33 (Quotient Forcing Preservation)** Given a finite set of places \( P \) and two finite sets of pure formulae \( \Gamma, \Theta \subseteq \text{Frm}(P) \), let \( \mathcal{W}_{\text{can}} = (W; \leq, R, I, \text{Eval}) \) be the \( \Gamma \)-prime and \( (P, \Theta) \)-bounded canonical birelational model. Let \( \mathcal{W}_{/\equiv} = (W_{/\equiv}; \leq^{'}, R', I', \text{Eval}^{'}) \) be the quotient model of \( \mathcal{W}_{\text{can}} \). Let \( \models \mathcal{W} \) and \( \models_{/\equiv} \) extend the interpretations \( I \) and \( I' \) to formulae respectively. Then, for every \( \phi \in \Theta^* \) and \( w \in W \):

\[
\text{w} \models_{\mathcal{W}} \phi \text{ if and only if } [w] \models_{/\equiv} \phi.
\]

**Proof** The proof proceeds by induction on the structure of the formula \( \phi \in \Theta^* \).

**Base case.** The lemma is verified on \( \top \), and on \( \bot \) by definition. Consider now the case when \( \phi = A \in \text{Atoms} \). Then \( w \models_{\mathcal{W}} A \) means \( w = (Q, \Delta, q) \) for some \( Q, \Delta, q \) and \( A \) at \( q \in \Delta \). Hence, \([w] \in I'(A)\), and therefore \([w] \models_{/\equiv} A\). The other direction is similar.

**Induction hypothesis.** We consider a formula \( \phi \in \Theta^* \), and we assume that the lemma holds for every \( \phi \) that is in \( \Theta^* \). We will proceed by cases on the structure of \( \phi \). For the sake of clarity, we will just consider the case of modalities \( \Box \) and \( \Diamond p \). The other cases can be dealt with similarly. Please note that as \( \Theta^* \) is closed under sub-formulae, the induction hypothesis can be applied to all sub-formulae of \( \phi \). Moreover, by definition, if \( w_1 = (Q_1, \Delta_1, q_1) \) and \( w_2 = (Q_2, \Delta_2, q_2) \) are two worlds in \( W \) such \( w_1 \preceq w_2 \), then \( w_1 \preceq w_2 \).

**Case** \( \phi = \Box \phi_1 \). Let \( w \models_{\mathcal{W}} \phi \). We need to show that \([w] \models_{/\equiv} \Box \phi_1 \). Consider \([w_1] \geq' [w] \) and \([w_2] R'[w_1] \). It suffices to show that \([w_2] \models_{/\equiv} \phi_1 \). The hypothesis \([w_2] R'[w_1] \geq' [w] \) means that \( w_1 \preceq w \) and \( w_2 \preceq w_3 \). Therefore, \( w_3 \preceq w_1 \). We get that \( w_4 \preceq w \) as \( \preceq \) is a preorder.

We have \( w_4 \preceq w \), and hence \( w_4 \models_{\mathcal{W}} \Box \phi_1 \) by Proposition 32. By definition of forcing, \( w_4 \models_{\mathcal{W}} \phi_1 \). Therefore \( w_2 \models_{\mathcal{W}} \phi_1 \) by Proposition 32. The induction hypothesis says that \([w_2] \models_{/\equiv} \phi_1 \), and so we conclude \([w] \models_{/\equiv} \Box \phi_1 \).

For the other direction, let \([w] \models_{/\equiv} \Box \phi_1 \). Consider \( w_1 \geq w \) and \( w_2 R w_1 \). We have to show that \( w_2 \models_{\mathcal{W}} \phi_1 \).

We have \( w_1 \preceq w \), and hence \([w_1] \geq [w] \). We also have by the definition of the quotient model that \([w_2] R'[w_1] \). Therefore, as \([w] \models_{/\equiv} \Box \phi_1 \), we get that \([w_2] \models_{/\equiv} \phi_1 \). Hence \( w_2 \models_{\mathcal{W}} \phi_1 \) by induction hypothesis. We conclude that \( w \models_{\mathcal{W}} \Box \phi_1 \).

**Case** \( \phi = \phi_1 \circ q \). As \( \phi \in \Theta^* \) and \( \Theta^* \subseteq \text{Frm}(P) \), we get that \( q \in \Delta \).

Now, if \( w \models_{\mathcal{W}} \phi \) then there exists \( w_1 R w \) such that \( w_1 \models_{\mathcal{W}} \phi_1 \) and \( w_1 \downarrow \). We have \([w_1] R'[w] \) by definition of quotient model. As \( q \in \Delta \), we also have \([w_1] \downarrow q\). Therefore, \([w] \models_{/\equiv} \phi_1 \circ q\).

For the other direction, let \([w] \models_{/\equiv} \phi \). Then there exists \([w_1] R'[w] \) such that \([w_1] \models_{/\equiv} \phi_1 \), and \([w_1] \downarrow q \). This means that there are \( w_1' \) and \( w' \) such that \( w_1 \preceq w_1' \) \( R \) \( w_1' \preceq w \), and \( w_1 \models_{\mathcal{W}} \phi_1 \) by induction hypothesis. Furthermore, \( w_1 \downarrow q \) and \([w_1] \downarrow q \). By Proposition 16, we get that \( w_1' \models_{\mathcal{W}} \phi_1 \). Hence, by definition of forcing, \( w' \models_{\mathcal{W}} \phi_1 \circ q \). By Proposition 16 once again, \( w \models_{\mathcal{W}} \phi_1 \circ q \).

As a result of Lemma 33, we have a way to going from a canonical model to an equivalent finite model. As shown above, the canonical model forces a formula if and only if its finite quotient does, and we get finite model property:
Theorem 34 (Finite Model Property) Assume that $P$ is a finite set of places. If the judgement $\Gamma; \Delta \vdash_P \varphi$ is not provable, then there exists a finite birelational model $\mathcal{W}$ with set of places $P$, such that $\Gamma; \Delta \vdash_P \varphi$ is not valid in $\mathcal{W}$.

Proof We fix $\Theta \equiv \{ \square \psi; \psi \in \Gamma \} \cup \Gamma \cup \{ \psi : \psi \text{ at } q \in \Delta\} \cup \mathcal{P}(\varphi) \cup \{p\}$. Consider the $\Gamma$-prime and $(P, \Theta)$-bounded canonical birelational model $\mathcal{W}_{can}$. From the proof of completeness in §4 there is a world of $\mathcal{W}_{can}$, say $w$, such that $w$ evaluates to $P$ and $w$ forces $\Gamma; \Delta$ but not $\varphi$.

Consider the quotient $\mathcal{W}_{\text{Fin}}$ of $\mathcal{W}_{can}$. $\mathcal{W}_{\text{Fin}}$ is a finite birelational model and has set of places $P$. The world $[w]$ evaluates to $p$. Furthermore, as a consequence of Lemma 33, we can easily show that $[w]$ forces $\Gamma; \Delta$ but not $\varphi$. Therefore, $\mathcal{W}_{\text{Fin}}$ is the required finite counter-model. ■

Decidability is based on the Harrop criterion, cf. [15]: every finitely axiomatisable modal logic with the finite model property is decidable.

Corollary 35 (Decidability) The provability of the judgement $\Gamma; \Delta \vdash_P \varphi$ is decidable in the logic.

Proof Let $P'$ be $\mathcal{P}(\Gamma) \cup \mathcal{P}(\Delta) \cup \mathcal{P}(\varphi) \cup \{p\}$. By Proposition 26, $\Gamma; \Delta \vdash_P \varphi$ is only if $\Gamma; \Delta \vdash_{P'} \varphi$ is provable. As the function $\mathcal{P}$ can be effectively computed, we just need to consider the judgement $\Gamma; \Delta \vdash_{P'} \varphi$ for the decidability result.

We can enumerate all proofs in the logic in which the set of places considered is finite. Hence, we obtain an effective enumeration of all provable judgements. We can also effectively enumerate all finite birelational models, and effectively check whether the judgement $\Gamma; \Delta \vdash_{P'} \varphi$ is provable in a given finite birelational model. As a consequence of the finite model property proved above, $\Gamma; \Delta \vdash_{P'} \varphi$ is provable only if it is provable in some finite birelational model. By performing these enumerations and checks simultaneously, we obtain an effective test for provability of $\Gamma; \Delta \vdash_{P'} \varphi$. ■

The procedure detailed in the corollary above would not have worked if we had used Kripke models instead of birelational models. This is because the finite model property fails for Kripke models. For example, consider the judgement $\square \neg \neg A \text{ at } p$ and $\neg \neg \square A \text{ at } p$. We claim that this judgement is valid for every finite Kripke model.

Indeed, let $k$ be a Kripke state in some finite Kripke model $\mathcal{K}$ such that $(k, p) \models \square \neg \neg A$. Pick any $l \geq k$ in $\mathcal{K}$ such that $l$ is maximal with respect to the ordering of Kripke states. As $(k, p) \models \square \neg \neg A$, we get by definition that $(l, r) \models \neg \neg A$ for every place $r$ in the state $l$. From the semantics of implication and the fact that $l$ is a maximal state, it must be the case that $(l, r) \models A$ for every place $r$ in the state $l$. Again, as $l$ is maximal, we get $(l, p) \models \square A$. As the model is finite, there is always a maximal $l'$ above any $k' \geq k$. We conclude $(k, p) \models \neg \neg \square A$ from semantics of implication.

On the other hand, we showed that the judgement is not valid in the finite model $\mathcal{W}_{\text{exam}}$ in Example 9. The model $\mathcal{W}_{\text{exam}}$ has two worlds $w_1$ and $w_2$ such that $w_1 \leq w_2$, $w_1 \not\sim w_2$, $I(A) = \{w_2\}$, $w_1 \uparrow$ and $w_2 \downarrow p$. As we discussed there, $w_2 \models \square \neg \neg A$ and $w_2 \not\models \neg \neg \square A$. As we mentioned before, this example is adapted from [28, 38].

6 Related Work

The logic we studied is an extension of the logic introduced in [18, 19]. In [18, 19], it was used as the foundation of a type system for a distributed $\lambda$-calculus by exploiting the proofs-as-terms and propositions-as-types paradigm. The proof terms corresponding to modalities have computational
interpretation in terms of remote procedure calls ($\otimes p$), commands to broadcast computations ($\square$), and commands to use portable code ($\Diamond$). The authors also introduce a sequent calculus for the logic without disjunctive connectives and prove that it enjoys cut elimination. Although the authors demonstrate the usefulness of logic in reasoning about the distribution of resources, they do not have a corresponding model.

The proofs-as-terms and propositions-as-types paradigm has also been used in [23, 24, 25]. In [24], the logic studied is an intuitionistic modal logic derived from $IS5$, and the modalities have a spatial flavour. Specifically, Kripke states are taken to be nodes on a network. The connective $\square$ reflects the mobility of portable code, and $\Diamond$ reflects the address of a fixed resources. The work in [25] extends [18, 19, 24] to a lambda calculus for classical hybrid $S5$ with network-wide continuations which arise naturally from the underlying classical logic. These continuations give a computational interpretation of theorems of classical hybrid $S5$. In [23], the relationship between modal logics and type systems for Grid computing is investigated. The objects with type $\square$ are interpreted as jobs that may be injected into the Grid and run anywhere. The main difference from [18, 19, 25, 24] is that the underlying logic is based on $S4$ rather than $S5$. Whereas [18, 19, 25, 24] assume all nodes are connected to all other nodes, networks may have a more refined accessibility relation.

From a logical point of view, the logic in this paper can be viewed as a hybrid modal logic $[1, 2, 4, 5, 6, 31, 32]$. A hybrid logic internalises the model in the logic by using modalities built from pure names. The original idea of internalising the model into formulae was proposed in [31, 32], and has been further investigated in $[1, 2, 4, 5, 6]$. This work has been mostly carried out in the classical setting. More recently, classical hybrid logic is combined with linear temporal logic in [29] and that logic accounts for both temporal and spatial aspects. Intuitionistic versions of hybrid logics were investigated in $[7, 18, 19]$.

There are several intuitionistic modal logics in the literature, and [38] is a good source on them. The modalities in [38] have a temporal flavour. The spatial interpretation was not recognised then. In [38], for example, the accessibility relation expresses the next step of a computation. The work in [7] extends the modal systems in [38] and creates hybrid versions of the modal systems by introducing nominals. These are a new kind of propositional symbols which project semantics into the logic. A natural deduction system for these hybrid systems along with a normalisation result is also given in [7]. A Kripke semantics along with a proof of soundness and completeness is also introduced.

The extension we gave to the logic in [18, 19] is a hybrid version of the intuitionistic modal system $IS5$ $[27, 33, 38]$. The modality $@p$ internalises the model in the logic. In the modal system $IS5$, first introduced in [33], the accessibility relation among places is total. The main difference in the logic presented in [7] and the logic in [18, 19] is that names in [18, 19] only occur in the modality $@p$.

From the point of view of semantics, Kripke semantics were first introduced in [21] for intuitionistic first-order logic. Kripke semantics for intuitionistic modal systems were developed in [12, 13, 27, 30, 38]. Birelational models for intuitionistic modal logic were introduced independently in [12, 13, 30]. They are in general useful to prove the finite model property as demonstrated in [28, 38]. The finite model property fails for Kripke semantics [28, 38], and an example for this was adapted in this paper.

Some other examples of work on logics for resources are separation logics [37] and $BI$, the logic of bunched implications $[26, 35, 36]$. Separation logic is an extension of Hoare logic that permits reasoning about low-level imperative programs with shared mutable data structure. Formulae are extended by introducing a 'separating conjunction' whose subformulae are meant to hold for disjoint parts of the system, thus enabling a concise and flexible description of structures with controlled sharing. $BI$ is the theoretical base to separation logics. While separation logic is based on particular
storage models, **BI** describes resources more generally and its model theory is inspired by a primitive of resource composition.

**BI** is a substructural system which combines freely the propositional intuitionistic logic and the multiplicative fragment of propositional linear logic. Assertions are not in a sequence but in *bunches*: contexts with two combining operations, one reflected in the logic by the intuitionistic conjunction and the other by the multiplicative (linear) one. In [26, 35, 36], the authors give a Kripke model based on monoids. The formulae of the logic are the resources, and are interpreted as elements of the monoid. The monoidal operation is reflected in the logic by the multiplicative connective. The focus of this work is the sharing of resources and not their distribution.

**BI-Loc**, presented in [3], extends the logic of bunched implication by introducing a modality for locations. Its models are *resource trees*: node-labelled trees in which nodes contain resources belonging to a monoid. Every label gives rise to a corresponding logical modality which precisely indicates the location where a formula holds. Although **BI-Loc** offers a separation operator to express properties holding in different parts of the system, its propositional fragment cannot state properties verified in an unspecified node or in every node of the system. To fill this gap, authors introduce quantifications on locations and paths. Validity is undecidable for the full **BI-Loc** with quantifications, but it becomes decidable by avoiding the multiplicative (linear) implication.

The Logic of Bunched Implications has been recently extended in [34] with modalities, in a Hennessy-Milner style [16]. The new logic, **MBI**, is suitable to express properties of concurrent systems specified in a calculus of resources and processes. This gives a modal logic and a semantics that combines Kripke relational semantics with **BI** Kripke monoid semantics. A similar approach is presented in [8] where a Spatial Logic models the asynchronous π-calculus [22]. The logic is developed in classical settings and lacks a notion of resources. The main aim of spatial logic is to describe the behaviour and the spatial structure of concurrent systems. The logic is modal in space and in time, and a formula describes a property of a particular part of a concurrent system at a particular time.

Locations can be added to Spatial Logic along the lines of [9] which gives a modal logic based on Ambient Calculus [10]. Ambients are intended as locations, and there is a modality $m[n]$ for every ambient name $m$ which specifies the location where a property holds. These spatial modalities have an intensional flavour and 'hybridise' spatial logics as the modality $\&p$ 'hybridises' IS5 in the current paper. However, the locations in Ambient Logic unlike this paper have an intensional hierarchy which is reflected in the logic by having nested formulae like $m[n[T]]$.

### 7 Conclusions and Future Work

We studied the hybrid modal logic presented in [18, 19], and extended the logic with disjunctive connectives. Formulae in the logic contain names, also called places. The logic is useful to reason about placement of resources in a distributed system. We gave two sound and complete semantics for the logic.

In one semantics, we interpreted the judgements of the logic over Kripke-style models [21]. Typically, Kripke models [21] consist of partially ordered Kripke states. In our case, each Kripke state has a set of places, and different places satisfy different formulae. Larger Kripke states have larger sets of places, and the satisfaction of atoms corresponds to the placement of resources. The modalities of the logic allow formulae to be satisfied in a named place ($\&p$), some place (♦) and every place (□). The Kripke semantics can be seen as an instance of hybrid IS5 [7, 27, 33, 38].

In the second semantics, we interpreted the judgements over birelational models [12, 13, 30, 38].
Typically, birelational models have a set of partially ordered worlds. In addition to the partial order, there is also a reachability relation amongst worlds. In order to interpret the modality $@p$ in the system, we also introduced a partial evaluation function on the set of worlds. The hybrid nature of the logic presented difficulties in the proof of soundness. The difficulties are addressed using a mathematical construction that creates a new model from a given one. The set of worlds in the constructed model is the union of two sets. One of these sets is the reachability relation, and the worlds in the second set witness the existential and universal properties.

As in the case of intuitionistic modal systems [12, 13, 27, 30, 38], we demonstrated that the birelational models introduced here enjoy the finite model property: a judgement is not provable in the logic if and only if it is refutable in some finite model. The finite model property allowed us to conclude decidability. The partiality of the evaluation function was essential in the proof of the finite model property.

As future work, we are considering other extensions of the logic. A major limitation of the logic presented in [18, 19] is that if a formula $\varphi$ is validated at some named place, say $p$, then the formula $\varphi@p$ can be inferred at every other place. Similarly, if $\Diamond \varphi$ or $\Box \varphi$ can be inferred at one place, then they can be inferred at any other place. In a large distributed system, we may want to restrict the rights of accessing information in a place. This can be done by adding an accessibility relation as is done in the case of other intuitionistic modal systems [7, 38]. We are currently investigating if the proof of the finite model property can be adapted to the hybrid versions of other intuitionistic modal systems. We are also investigating the computational interpretation of these extensions. This would result in extensions of $\lambda$-calculus presented in [18, 19]. We also plan to investigate adding temporal modalities to the logic. This will help us to reason about both space and time.

From a purely logical point of view, the meta-logic used in the paper to reason about soundness and completeness is classical. In order to obtain a full intuitionistic account for the logic, another line of investigation would be to consider categorical and/or topological semantics for the logic. This would allow us to obtain soundness and completeness results when the meta-logic is intuitionistic.
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