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Abstract

Information flow security in a multilevel system aims at qareieeing that no high
level information is revealed to low level users, even inghesence of any possible
malicious process. This requirement could be stronger tiearssary when some
knowledge about the environment (context) in which the @ssds going to run is
available. To relax this requirement we introduce the nmotibsecure contexts for
a class of processed his notion is parametric with respect to both the obsérxat
equivalence and the operation used to characterize thesi@inliew of a process.
As observation equivalence we consider the cases of weakation and trace
equivalence. We describe how to build secure contexts sethases and we show
that two well-known security properties, nameNDCandNDC, are just special
instances of our general notion.
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1 Introduction

The problem of protecting data in a multilevel system is ohthe relevant issues in
computer securitynformation flow security propertidsgave been proposed as a means
to ensure confidentiality of classified information. Thesgperties impose constraints
on information flow among different groups of entities witiffetent security levels.
Often only two groups are considered and are labelled wétsdturity levelsigh (H)
andlow (L). The condition is that no information should flow frdto L.

An early attempt to formalize the absence of information fleas the concept of
noninterferenceroposed in the seminal paper by Goguen and Meseguer [1fl}- In
itively, to establish that information does not flow from hitp low it is sufficient to
establish that high behavior has no effect on what low legetsican observe, i.e., the
low level view of the system is independent of high behawmminterference has been
further developed in different settings such as programgrgnguages [38, 36, 35, 3],
trace models [20, 21], process calculi [30, 28, 33, 8, 6, irgbabilistic models [2, 7],
timed models [13], cryptographic protocols [1, 9, 4].

Noninterference aims at characterizing the complete a@sehany information
flow or, indeed stronger, the absence of any causal flow. Asdjrnoticed by many
authors [29, 26, 27, 33, 16] this is too strong for practigglecations. For instance,
when two high level users communicate through an encrygtadrel, a low level user
may only know that a communication occurred. In this caseetli® a causal flow
but not a (significant) information flow. More generally, teare situations referred
to asdowngrading in which trusted entities are permitted to move informatitom
high to low. Thus the policy requirements may admit restdétontrolled information
flows. Sometimes it is more a question of functionality. Alog® noninterference can
hardly ever be achieved in real systems. In realistic sdnathigh level input interferes
with low level output all the time [32]. Typically strict namterference simply is not
feasible due to clashes of resource which it demands. Cenaidimple device that
allows information flow from low to high but not from high too Such a device is
feasible from a theoretical point of view only, in practiaare causal flow from high
to low is necessary to regulate the flow from low to high andébaffer overflow.

To deal with restricted/controlled information flows thetioa of intransitive non-
interferencehas been introduced (see [29, 26]). Flows from the high levaltrusted
part and flows from the trusted part to the low level are adibilissince the trusted part
takes care of controlling them, while a direct flow from higHdw is not allowed.

Total noninterference could be stronger than necessasydden some knowledge
about the environment (context) in which the process isgrrun is available. The
following example illustrates one such situation. Consiglgorocess representing a
client of a bank using his card in an Automatic Teller Mach(A€M) to take money
from his account. When the card is inserted in the ATM the aafdbe card is read,
then the client can write his PIN code, and if the PIN is carheccan ask for the money.
All the actions involved concern the exchange of confidé(igh level) information
between the client and the bank. cadrrect ATM should read the codes, and if they
are correct, it should give the money to the client. Sincéhalldata are protected, no
(high) information is revealed to an external observer;deeme can assume that the
ATM context is secure for the client. Imagine now that a metaince engineer puts



a laptop inside the ATM. The laptop records all the card numbead the PINs of the
ATM's users. We can also imagine that once the confidenti@ dave been captured
the laptop send them to the bank so that the client receiemtiney and does not
suspect the fraud. Clearly, this context is not secure ferctlent. However, this does
not mean that we give up using cards and ATMs. We just want subeto use them
in secure contexts.

In this paper we introduce the notion sécure contexts for a class of processes
to generalize noninterference to manage the cases illedtabove. The notion of
secure contexts for a class of processes is parametric @gdffect to both an observa-
tion equivalence relation and an operation used to charaetine low level view of a
process. We consider instances with weak bisimulation mne tequivalence as obser-
vation equivalence. We show how to build secure contextgaode that the security
properties known aBNDCandNDC (see [8]) are just special instances of our general
security notion.

The paper is organized as follows. In Section 2 we recall & I8nguage and its
semantics, and we introduce contexts as particular SPAesgjums. Secure contexts
for a class of processes are introduced in Section 3. Theyllasgrated by means
of examples. In Sections 4 and 5 we study two instances of energl definition
through weak bisimulation and trace equivalence, resgaygtiln Section 6 we discuss
some related works and show how downgrading can be modellaetlans of secure
contexts. Finally, in Section 7 we draw some conclusions.

2 Basic Notions

TheSecurity Process Algebi(&PA) [8] is a variation of Milner's CCS [23], where the
set of visible actions is partitioned into high level acgand low level ones in order to
specify multilevel systems. SPA syntax is based on the sdeneeats as CCS, i.e.: a
setL of visibleactions such that =1 UO wherel = {a,b,...} is a set oinputactions
andO = {a,b,...} is a set ofoutputactions; a special actionwhich models internal
computations, not visible outside the system; a complefugtion-: £ — £, such
thata = a, foralla€ £. Act= LU {1} is the set of alactions Function-is extended
to Act by definingt = 1. The set of visible actions is partitioned into two sédsand
L, of high and low actions such thbet = H andL = L. The syntax of SPAermsis
defined as follows:

T:=0|Z|aT|T+T|T|T|T\v|T[f]|recZT

whereZ is a variablea € Act, v C L, f : Act— Actis a renaming function such that
f(a) = f(a), f(t) = 1, f(H) CHU{t}, andf(L) C LU {1}.

We apply the standard notions fsée andbound(occurrences of) variables in a
SPA term. More precisely, all the occurrences of the vagidhh recZT arebound
while Z is freein a termT if there is an occurrence @ in T which is not bound.

Definition 2.1. A SPA procesds a SPA term without free variables. We denotefy
the set of all SPA processes, ranged oveEbl, ... ., and byZEy the set of all high level
processes, i.e., those constructed only using actionsielg toH U {t}.



The operational semantics of SPA processes is given in tgfrhabelled Transition
SystemgL TS, for short). In particular, the LT8E, Act, —), whose states are processes,
is defined by structural induction as the least relation ggted by the axioms and infe-
rence rules reported in Table 1, wheris an action ofAct, while | belongs ta’.

Intuitively, 0 is the empty process that does nothirgE is a process that can
perform an actiora and then behaves &5 E; + E, represents the nondeterministic
choice between the two proces$gsandEp; E;|E; is the parallel composition d;
and E,, where executions are interleaved, possibly synchronimedomplementary
input/output actions, producing the silent actioi \ v is a proces& prevented from
performing actions irv *; E[f] is the proces& whose actions are renamegih the
relabelling functiorf; recZT|[Z] is the recursive term which can perform all the actions
of the term obtained by substitutingcZ T [Z] to the place-holde£ in the contexT [Z].

To define security properties it is also useful to introdunehiding operator,/, of
CSP which can be defined as a relabelling as follows: for angbegv C £, E/v =
E[fy] wheref,(a) = aif a¢ vandf,(a) = Tif a€ v. In practice E /v turns all actions
in vinto internalt’s.

A SPA term with free variables can be seen as an environmémtaeies (the free
occurrences of its variables) in which other SPA terms caimmberted. The result
of this substitution is still a SPA term, which could be a mes. For instance, in
the termh.0|(¢.X 4- 1.0) we can replace the variablewith the proces$.0 obtaining
the proces#.0|(¢.h.0+1.0); or we can replacX by the terma.Y obtaining the term
h.0|(¢.a.Y 4+ 1.0). When we consider a SPA term as an environment we cadiritext

Definition 2.2. A SPA contexf ranged over b, D, ..., is a SPA term in which free
variables may occur.

We can also consider a context as a derived $BAstructor In fact it can be
used to build SPA terms from sets of SPA terms. Its arity isiheined by the number
of its free variables. For instanc€X can be seen as a constructor of arity 1 which
transforms any proces&sinto the parallel composition with itselE |E.

Given a contexC, we use the notatio€|[Ys,...,Yn] to stress the fact that we
are interested only in the free occurrences of the variafles.,Y, in C. The term
C[T1,...,Tn] is obtained fromC[Y1,...,Ys] by replacing all the free occurrences of
Y1,...,Yn with the termsTy, ..., Ty, respectively. For instance, we can wi@éX] =
h.0[(¢.X +1.0) or D[X] = (£.X+1.0)]Y or C'[X] = Y|h.0. Hence, the notatiof[h.0]
stands foth.0|(¢.h.0+ 1.0), while D[h.0] = (¢£.h.0+1.0)|Y andC'[h.0] = Y|h.0. Note
that the notatiol€[Ys, ..., Ys] implies neither that all the variabl&s, ..., Y, occur free
in the context nor that they include all the variables odagrfree in the context. Note
also that ifW is a variable not occurring irecZC[Z] and we replace all the occur-
rences o in recZC[Z] by W we obtain the processecW.C[W] (a-conversion) which
is semantically equivalent teecZC[Z]. Nevertheless, the two termecZC[Z] and
recW.C[W] represents two different contexts (e.g.Cit= a.Z + bW thenrecZC|[Z]
andrecW.C|W] denote different terms).

The concept obbservation equivalends used to establish equalities among pro-
cesses and it is based on the idea that two systems have thessamantics if and only

INote that in CCS the operatgmrequires that the actions &f\ v do not belong tavU V.



if they cannot be distinguished by an external observers &hobtained by defining
an equivalence relation ove& equating two processes when they are indistinguish-
able. In this paper we consider the relations namedk bisimulation~g, andtrace
equivalence~r.

Let us first introduce the following auxiliary notations.tlf a; - - -a, € Act® and

E3 ... 8 E then we writeE 5 E’ and we say theE’ is reachablefrom E. We also

write E == E/if E(5)* 3 (5)* -+ (5)* 3 (5)*E’ where(-)* denotes a (possibly

empty) sequence af labelled transitions. If € Act’, thenf € L* is the sequence
gained by deleting all occurrenceswfromt. As a consequencE,:é> E' stands for
E=% E'if ac £, and forE(-3)*E’ if a= T (note that== requires at least one
labelled transition while== means zero or morelabelled transitions).

Theweak bisimulatiomelation [23] equates two processes if they are able to mu-

tually simulate their behavior step by step. Weak bisimiatatioes not care about
internalt actions.

Definition 2.3 (Weak Bisimulation). A binary relation® C E x E over processes is
aweak bisimulationf (E,F) € R implies, for alla € Act,

o if E-3 E/, then there existB' such thaF =2 F’ and(E',F') € R;

e if F 3 F', then there exist&' such thaE =% E' and(E',F') € R.

Two processe& . F € E areweakly bisimilar denoted byE =~ F, if there exists a
weak bisimulatior®_containing the pai(E, F).

The relationrsg is the largest weak bisimulation and it is an equivalencaticai.
Thetrace equivalenceelation equates two processes if they have the same sets of
traces, again, without considering thactions.

Definition 2.4 (Trace Equivalence). For any procesg € ‘£ the set of trace3r(E)
associated witlt is defined as follows

Tr(E) = {te L*| IE'E == E'}.
Two processeg, F € £ aretrace equivalentdenoted bye ~t F, if Tr(E) = Tr(F).

Trace equivalence is less demanding than weak bisimulatience if two pro-
cesses are weakly bisimilar, then they are also trace dquiva
Following [23] we extend binary relations on processes ttexts as follows.

Definition 2.5 (Relations on Contexts).Let ® be a binary relation over processes,
i.e., a subset off x E£. LetC andD be two contexts andYi,...,Y,} be a set of
variables which include all the free variables®andD. We say thaC & D if for all
set of processefE;, ..., En} it holds

C[EL...,En] R D[Ey,....En].



In the case of weak bisimulation, applying the above definitve have that two
contexts are weakly bisimilar if all the processes obtaibgdhstantiating their vari-
ables are pair-wise bisimilar. For instance, using our timiathe context€[X] =
aX+1.Y andD[X] = at.X +1.Y are weakly bisimilar since for alt,F € £ it holds
a.E+1.F ~gat.E+1.F. Notice that not all the free variables@fandD were explicit
in the notatiorC[X] andD[X]. However, Definition 2.5 requires the instantiation of all
their free variables.

3 Secure Contexts

In this section we extend the concept of noninterferencetrpducing a general no-
tion of secure contexts for a class of processéke idea is that a context represents
the environment interacting with processes during thegcakon. For instance, in Fig-
ure 1 on the left we represent a database DB, containing lootfidential and public
information and running in a context which comprises a filevajan horses and in-
terfaces allowing the users to interact with the databake.s€curity notion we intend
to capture aims at ensuring that the interaction betweeadhtext and the database is
transparent with respect to the high level information faw level users. This means
that low level users cannot distinguish between the whadtesy (on the left of Figure
1) and the system where the database contains only low leéeehiation (on the right
in Figure 1). As an immediate consequence we have that nodemtifal information
of the database is revealed to the low level observers. Mergsince the low level
database cannot interact with high level users throughneefaces in the context, as
a side effect we get that also the high level information aov&d in the context is not
revealed.

The notion ofsecure contexts for a class of procegsessented below is parametric
with respect to an operation used to characterize the low level behavigr, of a
proces<, and an observation equivaleneaised to equate two processes. We denote
by ~| the relation~ on the low level views of processes, i.E..~| F stands fog, ~ F.

Definition 3.1 (Secure Contexts for a Class of Processed)et ~ and-| be an ob-
servation equivalence relation and an operation on presessspectively. Lef be a
class of contextgP be a class of processes, adbe a variable. The clagSis secure
for the clasgP with respect to the variable X

for all C[X] € C and for allE € P, C[E] ~ C[E].

In this definition the variabl& is used to determine the “holes” @ which are
intended to be filled in b¥. Recall thatX might not occur free iiC. In this caseC is
trivially secure (by reflexivity ol~). Moreover, inC there can be other free variables
different fromX. In this case we have to apply Definition 2.5 and instantiag¢edther
free variables in all the possible ways.

ExXAMPLE 3.2. Let~ and-| be an observation equivalence relation and an operation
on processes, respectively. L8t= {E} andC = {¢.X+£.Y +h.Y}, with £ € L and

h e H. To prove thatC is secure forP with respect to the variabl we have to prove
thatfor allF € Eitholds¢.E+¢.F +h.F ~| £.E +¢.F +h.F. Similarly, to prove that”



is secure forP with respect to the variablwe have to prove that for @fl € £ it holds
LF+LE+hE ~ £.F+£.E +h.E. The clasg is trivially secure forP with respect
to the variableZ, since for allF, G € E it holds that/.F +/.G+h.G ~| £.F +£.G+h.G.

In the rest of this paper when we say thatis secure for? we are implicitly
referring to the variabl&.

The intended meaning of our security definition is that a level observer cannot
distinguish the interactions between a prodess? and a context € ¢ from the in-
teractions between the low level vidgy of E andC. If, accordingly with our intuition,
E, represents the low level behavior Bfthen our definition is clearly in the spirit of
the noninterferenceschema proposed in [11]. In the literature the low level vidw
a process is usually modelled using eithestriction or hiding of high level actions.
The first case corresponds to disallowing any external symiration on high level
actions; the second case simulates the situation in whigioasible synchronizations
are performed.

Let us analyze the definition in the case in which only one @se@nd one context
are involved. The definition can be read from two points ofwiesecurity for the
process and security for the context. On the one hand, if egb@ is secure for a
processE, thenE can safely interact witle (security for the process), sin€eis not
able to reveal to the low level users any high level informationtained irkE. In fact,
itis revealed only the information that would be revealedhsyinteraction withg,. On
the other hand, if a contetis secure for a proce&s thenC can safely interact with
E (security for the context). In fack is able to reveal the same information which
could be revealed bf, that cannot interact with the high level actions@f In the
introduction we gave a first example fitting with the first aifon. Here we add two
more examples to explain the two points of view.

EXAMPLE 3.3 (SECURITY FOR THEPROCESSES$. Suppose thatWholesaledtd is a
wholesale company which does not sell its products direotthe final users but only
to the shopkeepers. Thus the price of its products can beasasenonfidential data that
only theWholesales customers (shopkeepers) are allowed to know. On the btret
the company advertises its products both to shopkeepayis lgnel) and to potential
(low level) users. Consider a Java apteownloadable from the site d/holesaler
Itd which should allow the shopkeepers to get confidentitd dke prices and the rest
of the world to get a product list with generic informationoaib the products. The
applet opens a window with two buttons: the first button aiéaread the product list,
while the second one allows to read the price list, providpdssword is inserted. Let
PWD_SHOPKEEPERbe the high level action representing the fact thas waiting for

a password from a shopkeeper before showing the price listad&ume that this is the
only protection for the confidential data in E. The apftetan be represented by the
following SPA process,

PWD_SHOPKEEPERPRICES+ PRODUCTS

Wholesalerdoes not want the applet to be executed on a machine (contexth
reveals some high level information (e.g., the price listyon authorized users. Let us
consider two possible contexts. L@t be the machine of the high level user in which



the password has been stored. TBegmran be represented by a term of the form

X|PWD_SHOPKEEPERQ.

In this case high level information can be revealed: whemval&vel user interacts
with C4[E], he (she) can read the price list. HenCecannot be considered secure for
E. Another more involved context is, for instance, a maclipshared between high
and low level users such that only high level users (shopkagpan read the price list,
while low level ones can read the product list:

PWD_HIGH.(X|PWD_SHOPKEEPEROD) + PWD_LOW.X.

In this case the flexibility of the context is obtained by ®plg C, into two non-
deterministic components: the first one manages the intterawith high level users
and has in memory the shopkeeper’s password; the secondtenacits with low level
users and does not provide any password. Note that if a hgh dser interacts with
C,[E] by inserting the passwomrlWD_HIGH, the FRICEScomponent becomes accessi-
ble to low level observers. This can be seen as the posgifilitthe high level user
to downgradgsee Section 6) the level of the information stored in thegpstist. Intu-
itively, the proces& described here does not satisfy information flow securibppr-
ties such as noninterference [25]. However, whenever doadigg is a high level user
decision, it is reasonable to assume that the coligid secure foE.

EXAMPLE 3.4 (SECURITY FOR THECONTEXTS). Mr Earnerhas on his own machine
C some files containing the information about his investmeaté&would like to check
whether they are profitable and, if they are not, to have sarggestions about how
to change them. He installed on his machine a program whighlesto check on the
stock market through an Internet connection, reads histnvents files and performs
some computations to determine whether the investmentsrafigable or not. If the
investments are going bad, the program checks again ondbk starket, for better
opportunities. The second check on the stock market is re@ded since it allows to
use the last quotations for computing suggestions (it ilepable not to use the cached
stock market’s quotations for this operation). ObviouglyEarnerdoes not want that
someone knows if his investments are good or not. The madfifv Earnercan be
in one of the following states:

X|GooD.0 or X|BAD.SUGGESTIONSO

which we assume to correctly represent the reality of hiestments. In the first case
Mr Earnerinvestments are good and this fact can be revealed throghigfh level
outputGOOD. In the second casér Earnerinvestments are bad, hence after the high
level output his machine is ready to have in input some suggesthrough the high
level input actionSUGGESTIONS Mr Earnerwants both contexts be secure with re-
spect to his investment program. Let us assumeMratarnerinvestments are good,
i.e., we consider the first contéxi_et E; be the following program

CHECK.(GOOD.0+ BAD.CHECK.SUGGESTIONS0)

b

2All the considerations which follow hold also for the secamhtext.



where the only low level action is the inpoHECK. By observing thaE; has checked a
second time on the stock marked, a low level observer coutbleeto deduce thailr
Earneis investments are bad. Hence, in this case the contextsepiagMr Earners
machine is not secure with respecBq

It is clear that in order to get a process such tatEarnefs machine is secure
with respect to it, &HECK action after thesoobone should be added. However, with
the process

CHECK.(GOOD.CHECK.0+ BAD.CHECK.SUGGESTIONSO)

the context is still not secure even if the only informatiohnieh is revealed to the low
level user is that a high level action has been performeddituihich one. This is due
to the fact that our security property is based on classizainterference [11] and thus
it disallows any direct or indirect flow of confidential infoation. To allow restrict

information flow we need to opportunely redesign the proegsEor instance, in this
case it is sufficient to add the masking comporat ck.0. The resulting prograri,

CHECK.(GOOD.CHECK.0 + BAD.CHECK.SUGGESTIONSO+ CHECK.0)

is now secure according to our definition. Its behavior le¢hk case of military radio
transmissions. In order to avoid that someone knows wher soiormation has been
transmitted, every instants a message is sent. Only one of the messages cah&ains
real information.

Another possibility to allow restricted flows is that of dgsing E, by using down-
grading actions as described in Section 6.1.

Finally, if the market is “stable” and the elaboration of tilformation in Mr
Earnelis file is “fast”, the following progrants can be used

CHECK.(GOOD.O + BAD.SUGGESTIONSD).

It performs the low level input only once before analyzing Hituation of the invest-
ments and gives its suggestions using the cached data. ithesicase Mr Earnefs
machine is secure with respect to this investment prodgtam

When the clasg” has only one elemef@ we say thaC is secure fotP. Similarly,
in the case in whiclP has only one elemeiit we say that the class is secure for the
proces<. If a context is secure for a clagsof processes, then it is secure also for all
the subclasses d@t. Analogously, if a class of contextsis secure for a proce&s then
all the subclasses af are secure foE. In the general case we obtain the following
result.

Proposition 3.5. Let (1 C (> be two classes of context® C P, be two classes of
processes, and X be a variable. g} is secure for?, with respect to X, thei; is
secure forP; with respect to X.

Proof. Let (> be secure fof?, with respect toX. Since?; C P, then( is also secure
for P, with respect toX. Moreover, sincey C (», we get that(y is secure forP, with
respect tox. O



Definition 3.1 introduces a general security notion. To goalt more concretely it
is necessary to instantiate the observation equivalenaad the operation defining
the low level view of processes. A reasonable requiremegetaiseful instances is
that of using a decidable equivalence and a computable tipera

In the next two sections we consider two instances of ouréraonk. We study the
properties of these instances and their connections wittesecurity notions coming
from the literature. In particular, we consider two obséinraequivalences, named
weak bisimulation and trace equivalence. The choice of eevation equivalence
clearly depends on the application of interest. In [9] ththats study security prop-
erties of cryptographic protocols based on noninterfexearad they discriminate be-
tween those properties for which trace equivalence is $effice.g., authentication, se-
crecy, and integrity, and those properties for which deadkensitive equivalences like
bisimulation and testing equivalence are necessaryfeigess and non-repudiation.

4 First Instance: Weak Bisimulation and Restriction

We analyze the properties of our security definition by inS#ing the observation
equivalence- and the operation as follows: ~ is ~g (weak bisimulation) and, is
-\ H (restriction on high level actions). Using such an instaaagass of contexts is
secure for a class of processsvith respect to a variabl¥ if

forall C[X] € ¢ and for allE € 7, C[E]\H ~g C[E\H]\ H.

In the rest of this section we refer to this instance of ouusgcproperty.

ExAaMPLE 4.1. Consider again Example 3.3 where confidential datarategied only
by the passworéwbD_SHOPKEEPER Assume that RobucTsand RRICES show the
list of products and of prices to any (low or high) user askimgthem. In SPA this
behavior is obtained by creating two output actions for bbthproduct and the price
list, one for the low level users and the other for the higkel®nes.

PrRODUCTS= PRODLIST_H.0+ PROD.LIST-L.0
PRICES= PRICELIST_-H.0+PRICELIST_L.O.

C1[E] \H = 1.PRICELIST_L.0+ PROD.LIST-L.0 is not weakly bisimilar t&;[E \ H] \
H = PROD_LIST_L.0. Indeed, a low level user interacting with[E] can read the price
list, thus leaking confidential data. On the other hand, Bgf&] \ H andCy[E\ H]\ H
are bisimilar torwb_Low.PRODLIST_L.0, according to the intuition th&l, is secure
for E.

EXAMPLE 4.2. In Example 3.4 we said that both the contexts reprasghti Earners
machine are secure with respect to the second progsaiimdeed E, never reveals to
low level users the situation dflr Earnefs investments, since a second check on the
market is performed in any case. For instance, using thecfirgiext of Example 3.4
we obtain thatC[E;] \ H = CHECK.(T.CHECK.0 + CHECK.0) is weakly bisimilar to
C[E2\ H]\ H = cHECK.CHECK.0, hence the security property holds.

The third progranks of Example 3.4 satisfies th@{Ez] \ H ~g C[E3\ H]\ H for
both the contexts, as can be easily checked.

10



Using this first instance we find an interesting connectidwben our security def-
inition and the security property known BsIDCand proposed by Focardi and Gorrieri
[8]. The security propertNDC is based on the idea of checking the system against
all high level potential interactions, representing eveogsible high level malicious
program. In particular, a proce&sis BNDC if for every high level procesBEl a low
level user cannot distinguighfrom (E|M), i.e., if 1 cannot interfere with the low level
execution ofE.

Definition 4.3 (BNDC). LetE € E. E € BNDCiIf for all N € £y,
E\H =g (E|M)\H.

The following lemma states that the set of contexts of thenf&i with I € £y
characterizes the classBNDC processes.

Lemma 4.4. Let E€ £. E € BNDC if and only if §E] \ H ~g C[E \ H] \ H for all
contexts €X] = XM, with M € £y.

Proof. (=) If E € BNDC, then(E|M)\H ~g E\ H. Moreover,E \ H is always in
BNDC andE\H \H ~g E\ H, hence(E\H|N) ~g E\H\H ~g E\H. So by
transitivity of ~g, we obtain thatE|M) \ H ~g (E\ H|M) \ H.

(«) SinceE \ H is always inBNDCandE\H \H ~g E\ H, we have(E|[1) \ H ~p
(E\H|M)\H ~g E\H. O

EXAMPLE 4.5. The procesg& in Example 3.3 is not 8NDC process. In fact, the
contextX[PWD_SHOPKEEPERQ is a context of the fornX| with M € £y and it is not
secure folE, hence by Lemma 4.4 we obtain thais notBNDC. However, as shown
in Example 4.1, there are complex contexts in whicban be safely executed.

Both processeB; andE; of Example 3.4 can be proved to B&IDC process.

In Subsection 4.1 we identify two classes of contexts whighsacure for all the
processes. Then, in Subsection 4.2 we concentrate on €laspeocesses character-
ized by some security notions (basically we will considéodasses oBNDC) and
analyze whether there exist larger classes of secure detitexthem.

4.1 =p Instance: Secure Contexts for a generic clasB

Ouir first result can be easily proved by applying the defingio

Theorem 4.6. Let P be a class of processes. L@be the class of contexts containing
e allF € E;
e all variables;

e all contexts of the forny . Ii.Ci + Y hjeH h;.Dj, with the G's secure for? with
respect to X;

¢ all contexts G, v and ¢ f] with C secure fotP with respect to X.

Then( is secure forP with respect to X.
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Proof.
e EachF € £ is secure forP, sinceF \H ~g F \ H.
e Avariable is secure foE € P, sinceE\ H ~g E\ H \ H.

o LetC[X] = 3L 1i.Ci + 3n;en hj-Dj, with G secure for? for all i. We prove
thatC[X] is secure folE € P. If C[E]\H 3 C/, then there exists such that
a=l; €L, andC’' =G[E]\H. Sowe have thaZ[E \ H]\H -3 G[E \ H]\ H, with
Gi[E]\H ~g G[E \ H]\ H, by hypothesis of;[X]. The cas€[E \ H]\H > C'
is similar.

e LetE € P. If C[E]\H ~g CI[E\ H]\ H, thenC[E]\H\vag C[E\H]\H\v,
henceC[E]\v\H ~g C[E\ H]\Vv\H.

e LetC[X] be secure foE € P and conside€[X][f], wheref maps high actions
in HU {1} and low actions iU {t}. If C[E][f]\H > C', thenC' =C"[f], there
existsb € LU {1} such thaa = f(b) andC[E]\ H 2 C". HenceC[E \ H]\ H 2

C" ~gC", andC[E \ H][f] \H = C"[f] ~g C"[f]. SoC[X][f] is secure foE.
O

Notice that it does not hold that@ andD are secure fof, thenC|D is secure for
. This is a consequence of the fact that we do not know anytidogt the clas®.

ExAMPLE 4.7. Consider the clasB = {E} whereE = h.£.0+ h.0. The contexiX is
secure forP (see Theorem 4.6), but the conté§X is not secure fofP.

Observe that Theorem 4.6 does not provide a decidabilityitteBor instance, if
we know thatC is secure forP, then we can deduce that\ v is secure forP, but, in
general, we cannot use Theorem 4.6 to proveGhatC and thus it is secure faP.

Hereafter we characterize a decidable class of contexighvene secure for all the
processes (i.e., for a generic claBs Obviously we want the class to be as large as
possible. In order to obtain the decidability of the classraguire a compositionality
structure, i.e., contexts are built only using sub-corgtextich belong to the class. In
order to ensure security we do not use the parallel compasithen the context is not
a closed term (see Example 4.7).

Definition 4.8 (The Class(s). Let s be the class of contexts which contains all the
SPA processes, all the variables, and is closed with respéiee following construc-
tors: Yic  a.Y; (with & € Act), Y\ v, Y[f], recZY.

Notice that ifC[Y],D € (s, then we hav€[D] € (.
The class(s is decidable, in fact it is easy to define a proof system whosefp
correspond exactly to the constructions of the context&.in

ExAMPLE 4.9. The context¥X, Y andZ belong toCs. Hence, by using the constructor
aYi + b.Y> + c.Y3, the contexta. X + b.Y + c.Z belongs toCs, and then, by using the
recY.W constructor, the contexécY.(a. X +b.Y +c.Z)isin Cs.
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All the contexts inCs are secure for all the processes, as it is stated by the next

theorem. The following lemmas are used in its proof.

Lemma 4.10. The relation~g is a congruence in the clagg with respect to its con-
structors.

Proof. The only non trivial case is “Recursion”. L&, D € (s be weak bisimilar,
we prove thatrecY.C =g recY.D. Without loss of generality we assun@Y| and
D[Y] with at most the single free variab¥e The generalization follows from Defi-
nition 2.5. In fact, suppose th&{Y,Y;...Yy] ~g D[Y,Yi...Yy], then for any choice of
E;...En€ Ewe haveC[Y,E; ... En) ~g D[Y,Es ... Ey], and thusecY.C[Y,E;...Ey] =B
recY.D[Y,E;...Ey]; thereforerecY.C[Y,Y1...Ya] g recY.D[Y,Y1... Yy].

Let us define the relatiosi on s as:

S= {(G[recY.C[Y]],G[recY.D[Y]]) |
C,D,G € G, C~g D, andG contains at most one varialjle

We proves is a weak bisimulation up tezg. From this it followsrecY.C[Y] ~g
recY.D[Y], by takingG = X.

We prove that iiG[recY.C[Y]] -2+ P then there exisD, Q' € Gswith (P,Q) € S and
GlrecY.D[Y]] 2, Q=g Q. The converse follows by the symmetry &f

We prove the claim by induction on the depth of the inferenseduto obtain
GlrecY.C[Y]] -2 P.

Base If G[recY.C[Y]] -5 P with an inference of depth 0, then the rule “Prefix”
has been applied, an@[X] = a.G'[X], so P = G'[recY.C[Y]], with G' € (. Also
GlrecY.D|Y]] = a.G/[recY.D[Y]] %+ G'[recY.D[Y]] and(G'[recY.C|Y]],G'[recY.D[Y]]) €
S.

Induction We proceed by cases on the structur&of

e G e E. Trivially G[recY.C[Y]] = G[recY.D[Y]] =G.

e G = X. ThenrecY.C[Y] Ap by applying “Recursion” at last step. Therefore
ClrecY.C[Y]] -2 P with a shorter inference. By induction

ClrecY.D[Y]] =% Q ~g Q with (P.Q) € 5.
But C[Y] ~g D[Y] impliesD[recY.D[Y]] 2, Q" ~g Q. And we conclude
recY.DY] =2 Q" ~5 Q" ~g Q~p Q
sinceD[recY.D[Y]] ~g recY.D[Y].

e G=75;a.Gj. Theny;a.Gj[recY.C[Y]] Ap by applying “Sum” at last step.
So04a;.Gi[recY.CY]] 3 P. HenceP = Gi[recY.C[Y]], with G, € Gs. By “Sum”,
GlrecY.D[Y]] & Q = Gi[recY.D[Y]], and(P,Q) € .
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e G=Gi\V. ThenGyrecY.C[Y]]\ > P by applying “Restriction” at last step. So,
P=P\v,a¢ vandGi[recY.C[Y]] > P’ by a shorter inference. By induction

Gy[recY.D]Y]] =2 Q ~g Q with (P, Q) € 5.

We concludeG;[recY.D[Y]]\ v 2, Q\v=p Q'\v, with (P,Q \Vv) € S by con-
struction of 5. In fact, (P',Q) € S implies that there exists a contei{X],
with only a free variabl&, such thaP’ = H[recY.C[Y]] andQ’ = H[recY.D[Y]].
HenceP = P\ v=H[recY.C[Y]]\vandQ \ v= H[recY.D[Y]] \ v.

e G = Gy[f]. ThenGy[recY.C[Y]][f] > P by applying “Relabelling” at last step.

So P = P'[f], a= f(d), andG[recY.C[Y]] L by a shorter inference. By
induction

GylrecY.D]Y]] =2 Q ~p Q with (P, Q) € 5.
By construction of§, we conclude

f(@)

Gu[recY.D[Y]|[f] 2 Q[f] ~g Q'[f] with (P,Q[f]) € S.

e G =recZGy[X,Z]. ThenrecZGy[recY.C[Y],Z] 5 P by applying “Recursion”
at last step. It derives by a shorter inference from

a

GilrecY.C[Y],recZGy[recYC[Y],Z]] = P.

By induction we know that

G1[recY.D[Y], recZ Gy[recY.D[Y], Z]] =% Q ~g Q' with (P.Q) € S.

Since Gi[recY.D[Y],recZGq[recY.D[Y],Z]] ~g recZGj[recY.D[Y],Z], we can
finally conclude that

Gai[recY.D[Y],recZGy[recY.D[Y],Z]] 2, Q' ~5Q~p Q.

Lemma4.11. LetCe Cs. ThenrecY(C\H)\ H ~g (recY.C) \ H.

Proof. Without loss of generality we assur@ewith at most the single free variabYe
The general case follows by Definition 2.5. [ &be defined as

{(G[(recY.(C\ H))] \ H,G[recY.C] \ H) | G[X],C € Cs}.

If we proveS to be a strong bisimulation, then the Lemma follows by cossidy
G[X] = X.

Note that, sinc& has at most the single free variabMethe variables that occur
bound inG do not occur free irC.

In order to prove thag is a strong bisimulation, we are verifying that for any pair
(G[recY.(C\ H)]\H,G[recY.C]\H)in S
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(1) if G[recY.(C\ H)]\H -3 P, thenG[recY.C] \ H 5 Qwith (P.Q) € §
(2) if GlrecY.C]\H 3 Q, thenG[recY.(C\ H)]\H 3 P with (P.Q) € S.

We proceed by induction on the depth of the inference pro&{cY.(C\H)]\H 5 P
or G[recYC|]\H 3 Q.

Base (1) If G[recY.(C\ H)]\ H 5 P with an inference of depth 1, then “Re-
striction” and “Prefix” have been applied. S8[X] = a.G'[X] andP = G'[recY.(C\
H)] \ H. By applying the same rules ®[recY.C] \ H we obtainG[recY.C]\H 5 Q =
G'[recY.C] \ H with G’ € Cs. Hence(P,Q) € S. Case (2) is similar.

Induction step We proceed by cases on the structur&pf]. In (1) we consider
(recY.(C\H))\ H 3 P, and in (2) we considerecY.C)\ H 3 Q.

e G[X] € E. Trivial.

e G[X] = X. (1)ThenP = P'\ H andCJrecY.(C\ H)]\H 5 P’ by a shorter in-
ference. Hencé' is free from high level action, i.eP =P \H = P'. By
induction,C[(recY.C)] \H 3 Q, and sa(recY.C) \ H 5 Q, with (P, Q) € 5. (2)
ThenQ = Q' \ H andCfrecY.C] \ H -5 Q by a shorter inference. By induction
ClrecY.(C\H)]\H 3 P, and so(recY.(C\ H)) \H > P, with (P,Q) € .

e G[X] = Jic &.Gi[X]. (1) Then there exists € | such thata= & andP =
Gi[recY.(C\ H)]\ H. HenceG[recY.C]\ H -5 Q with Q = Gj[recY.C] \ H. From
this we get(P,Q) € S. (2) Thena= & andQ = Gj[recY.C]\ H. Therefore,
GlrecY.(C\H)]\H & Pwith P = Gj[recY.(C\ H)]\ H, this means thatP, Q) €
S.

e G[X] = Gy[X]\ V. Trivial.
e G[X] = Gy[X][f]. Trivial.

e G[X] = recZG1[X,Z]. (1) ThenrecZGirecY.(C\ H),Z]\H > P and also
GirecY.(C\ H),recZGy[recY.(C\ H),Z]]\ H 5 P by a shorter inference. By
induction Gy[recY.C,recZGy[recY.C,Z]]\H > Q and (P,Q) € 5. Therefore,
recZGyrecY.C,Z]] \H > Q, i.e., G[recY.C|\H > Q. (2) Then it holds that
G1[recY.C,recZGy[recY.C,Z]] \ H -3 Q, by a shorter inference. By induction
GirecY.(C\ H),recZGirecY.(C\ H),Z]]\H > P with (P,Q) € S. Therefore,
recZGifrecY.(C\H),Z]\H 5 P.

O

Lemma 4.12. Let? be a class of processes anfl € ( be secure forP with respect
to X. The context recE[X] is secure forP with respect to X.

Proof. Our hypothesis is thaE[E] \ H ~g C[E \ H] \ H and we have to prove that
(recY.C[E]) \ H ~g (recY.C[E \ H]) \ H.
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From the hypothesis and Lemma 4.10 we have that
recY.(C[E]\ H) =g recY.(C[E\ H]\ H).
By applying “\H” to both members we obtain
recY.(C[E]\H) \H ~grecY.(CIE\H]\H) \ H.

Notice that ifC[X] € G, then alscC[E] andC[E \ H] are inGs. By applying Lemma
4.11 to both members, we getcY.(C[E]) \ H ~g recY.(C[E \ H]) \ H, which is the
thesis. O

Theorem 4.13. Let P be a class of processes and X be a variable. & C;, then C is
secure forP with respect to X.

Proof. The proof follows by induction on the structure of the comtex

e C € E. We have already proved in Theorem 4.6, f8a$ secure forP.

C =Y. Again, this has been proved in Theorem 4.6.

C = 5i¢ &.G. By induction on theCi's and by Lemma 4.10 we have the thesis.

C =Cy\ v. By induction onC; and applying Lemma 4.10 we obtain the thesis.

C =Gy f]. Again, by induction or; and Lemma 4.10 we get the thesis.

C =recY.C;. By induction onC; and Lemma 4.12 we have the thesis.
O

EXAMPLE 4.14. LetC be a machine shared between one low level user and one high
level user. When one of the two users is logged, the machineatde used by the
other one. The logged user can execute his program or a neyvamowhich has
been downloaded from the web. The programs of both the ubeagsterminate and

at the end of their executions the other user can take theatotet PWD_HIGH be

high level action representing the input of the high levedrysassword. Moreover,

let CALL_PROGH be the high level call to the program aBE_PROGH its execution.
Finally, let caLL_WEB_H be the high level call to the program downloaded from the
web. All the low level actions are similarly defined. Hen€dhas the form

recY. (PWD.HIGH.(CALL_PROGH.EX_.PROGH.Y + CALL_WEB_H.X)
+ PWD_LOW.(CALL _PROGL.EX_PROGL.Y + CALL_ WEB_L.X))

SinceC belongs toCs, C is secure for the program coming from the web with respect
to X.

As shown in Example 4.7, without assumptions on the ciasle contexts built
using the parallel operator cannot be considered secureetdy, as seen in the pre-
vious examples most contexts involve the parallel operatace it is at the core of
the exchange of information between processes and contEatsthis reason in the
next subsection we concentrate on classes of processesift we prove that some
contexts involving the parallel operator are secure.
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4.2 =~g Instance: Secure Contexts for sub-classes 8NDC

As stated in Lemma 4.4 some particular contexts built usiegparallel operator are
secure for the clasBNDC. Unfortunately, the decidability dBNDC is still an open
problem, and for this reason many sufficient condition®fdDChave been introduced
and studied in the literature (see [8, 10, 5]). In particutaf5] three of these sufficient
conditions have been considered and it has been shown #yatdin be parametrically
characterized with respect to a suitable bisimulatiortiata In virtue of Proposition
3.5, all the contexts which are secure for the largest ofethieee classes, that is the
one named®_BNDC, are secure also for the other two classBsBNDC is nothing
but the persistent version BNDC. The persistence &_.BNDC has been proved to be
fundamental to deal with dynamic contexts (see [10]).

Definition 4.15 (P.BNDC). LetE € E. E € P.BNDCif E' € BNDCfor all E’ reach-
able fromE.

We will also use the following characterization®fBNDC[5].

Theorem 4.16. Let EeE be a process. E P_.BNDC iff for all E’' reachable from E,
ifE' 3 E” then B == E” and " \H~gE"\H.

In order to obtain that the parallel compositi@{D of secure contexts is still a
secure context we need to be able to exchange the parall@topwith the restriction
one, i.e., knowing tha€C[E] \H ~g CI[E\ H]\ H andD[E] \H ~g D[E\ H]\ H we
want to obtain tha{C[E]|D[E]) \ H ~g (C[E \ H]|D[E \ H]) \ H. Such property holds
for P.BNDC processes as shown by the following lemma.

Lemma 4.17. Let E,F,G,K € P.BNDC. If E\H ~g F \ H and G\ H ~g K\ H, then
(E|G)\ H ~g (FIK) \ H.

Proof. Consider the following binary relation:

S ={((E|G)\H,(FIK)\H) |E,F,G,K € P.BNDC
andE\H=~gF\H,G\H~gK\H}.
It is easy to prove thay is a weak bisimulation. The only non-trivial case is the
synchronization on high actions. Assume tHatG) \ H — (E’\G’) \ H with E e
andG - G SinceE, G € P.BNDC, by Theorem 4.16 we ha\Eaz> E" with E’\H ~B
E"\H, andG = G with G'\H NBG”\H So,E\H 5N E”"\H andG\H :>G”\H
By hypothesis, we obtaif \H = F'\ H with F'\H~gE"\H andK \H = K'\ H
with K\ H ~g G” \ H. Hence(F|K)\ H = (F'|K')\ H with E',G/,F',K’ € P_BNDG,
E'\H~gF'\H,andG'\H ~gK'\ H, i.e. ((E’\G’)\H,(F’\K)\H) €S. O

The previous lemma suggests that if we restrict to contezigpimgP_BNDC pro-
cesses inté®>_BNDC processes we obtain that the parallel composition of sexare
texts is secure.

The following definitions will be used also in the next sentio
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Definition 4.18 (P-contexts). Let P be a class of processes a@{K,Ys,..., Yy be

a context whose free variables are{id,Y1,...,Yn}. C[X,Y1,...,Yq] is said to be a
P-context with respect to X for all E € P and for allFy,...,F, € E it holds that
CIE,Fy,...,F] e P.

Definition 4.19 (P-secure contexts).A contextC[X] is said to beP-secure with re-
spect to Xif it is a P-context with respect t&X and it is secure fof? with respect to
X.

Theorem 4.20. Let C and D be two contexts which areBNDC-secure with respect
to X. The context O is P.BNDC-secure with respect to X.

Proof. The fact thatC|D is a P_BNDC-context follows from the fact that if two pro-
cesses arB_.BNDC, then their parallel composition R BNDC (see [10]).

We prove tha€|D is secure foP_.BNDC. If E € P.BNDC, then by hypothesis we
haveC[E] \ H ~g C[E \ H]\ H andDIE] \ H ~g D[E \ H] \ H. Moreover, sinc& \ H
is alwaysP_BNDC we have thaC[E],C[E \ H],D[E],D[E \ H] areP_.BNDC. We get
the thesis, by applying Lemma 4.17 to the four processes. O

Notice that we can apply the theorem more than once, thusniiacontexts
which involve more parallel operators mixed with other aers.

From Proposition 3.5 we have that the contexts which can beepirto be secure
using Theorem 4.20 are secure also for the subclasse8b6fDC namedSBNDC(see
[8]), PP.BNDC, andCP_BNDC (see [5]), respectively.

ExAaMPLE 4.21. Considerthe prograris andEs of Example 3.4. They ale_ BNDC,
hence by applying Theorem 4.20 we immediately get that tleedmntexts of Exam-
ple 3.4 are secure for these processes.

EXAMPLE 4.22. LeteND € £ be an action an# be aP_BNDC process in which nei-
therEND nor END occur. Let?,,, be a class oP_BNDC processes whose termination
is announced by the execution of anD action. Consider the contektdefined as

(X|END.E) \ {END}.

When inC we replace the variabl¢ with a proces$ taken from®,,, we obtain that

F is executed and thel is executed, i.e., we obtain a context which behaves like a
sequential operator. From Theorem 4.20 and Propositigm@ have thakX|END.E is
secure for?,,. Hence, from Theorem 4.6, we obtain tkais secure forP,,,.

Theorem 4.20 does not provide a decidability result. In famctheck that a context
is a P_.BNDG-context, in general, it is necessary to check that an iefinitmber of
processes are iR_LBNDC. The following definition characterizes a decidable class o
contexts which ar®_BNDC-contexts.

Definition 4.23 (The Class(Cp). Let Cp be the class of contexts which contains all the
P_BNDC processes, the variable Y \ H andY /H for every variableY, and is closed
with respect to the following constructor¥iZ, Y\ v, Y[f], Yic| li-Zi + ¥ jea(hj.Yj +
1.Yj), wherel; € L andh; € H.
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EXAMPLE 4.24. The contextX andW \ H belong toCp,. Hence, by using the con-
structorl.Z; + h.Y1 + 1.1, the context.(W\ H) + h.X +1.X belongs taCy.

Theorem 4.25.1f C[X] € Cp then GX] is P.BNDC-secure with respect to X.

Proof. First we prove that all the contexts ify areP_BNDC-contexts. This is imme-
diate by induction on the structure of the context. In paitc the case of the non
deterministic choice can be proved using the unwindingattarization ofP_-BNDC
presented in [5], while the case of the parallel operatocisresequence of the fact that
the parallel composition d_BNDC processes iB_BNDC (see [10]).

Now we prove that all the contexts if} are secure foP_BNDC. This is immediate
by induction on the structure of the contexts. The basicsstep trivial. All inductive
steps follow by Theorem 4.6 except the parallel case, whilttvi's from Lemma 4.17.

o

5 Second Instance: Trace Equivalence and Restriction

Sometimes weak bisimulation is too demanding since in sasexprocesses which
are not weakly bisimilar can be considered equivalent.

ExampLE 5.1. Consider again the process of Example 3WBholesalerltd could
imagine that people usually set cookies. Hence, it coulddéeto change the applet
in the following way: if the password is inserted, then thiegtist is given, but as an
encrypted file. The high level user has to use another progwatecrypt the file and
this program does not allow to store the decryption key. Is thse the price list is
given in output only through a high level action and the pss&becomes

PWD_SHOPKEEPERPRICELIST_H.0+ (PROD.LIST_H.0+ PROD.LIST_L.0).

If we consider the contexty, that isX|[PWD_SHOPKEEPER), we haveCi[E]\H =
1.0+ PRODLIST-L.0is not weakly bisimilar t&C1[E \ H]\ H = PROD.LIST_L.0. How-
ever, the low level user cannot read the price list usingdbigext. He can only infer
whether a high level user has used the applet to read theltic&Since everybody
knows that there exists a price list (and thus its existeag®t a secret), in this case
the use of bisimulation seems too restrictive. This exarmrggalls the work presented
in [37] where the authors claim the need to define propenti¢srims of sequences of
interactions (traces) between the system and the users.

In this section we consider the following instance of ounsiyg definition: ~ is
~7 (trace equivalence) andglis - \ H (restriction on high level actions). In this case a
class of contextg’ is secure for a class of procesgsvith respect toX if

for all C[X] € ¢ and for allE € ?,C[E] \ H =1 C[E\ H]\ H.

In the rest of this section we refer to this instance of ouusgcproperty.

EXAMPLE 5.2. Consider the conteh and the process of Example 5.1. Using the
above instance of our security notid, is secure foE with respect toX.
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Let us consider the security property knownNBC (see [8]) which is defined
similarly to BNDC, but using trace equivalence instead of weak bisimulation.

Definition 5.3 (NDC). LetE € E. E € NDCifforall M € E4,
E\H =1 (E|M)\H.

TheNDC security property is decidable as it immediately followafrthe follow-
ing characterization, whose proof can be found in [8].

Lemma5.4. LetEc E. E€ NDC iff E/H ~7 E\ H.

As in the case oBNDC it is possible to prove that all the contexts of the foxfil
with M € Ey are secure foNDC processes.

Lemmab.5. LetE€ £. E € NDC iff C[E] \ H ~1 C[E \ H] \ H for all contexts ¢X] =
XM with N € Ey.

Proof. (=) If E € NDC, then we havéE|M) \ H ~1 E\ H. MoreoverE \ H is always
in NDCandE\ H\ H ~t E\ H, and thenE\ H|[) ~t E\ H. Hence(E|Pi) \H =1
(E\ H|M)\ H, by transitivity ofa.

(<) SinceE \ H is always inNDCandE \H \ H ~t E\ H, we obtainfE|[M) \H ~7
(E\H|M)\H ~1 E\H. O

In the next subsection we study contexts which are secuneg tisis second in-
stance, for all the processes. Then in Subsection 5.2 wesotnate on the contexts
secure for the class &fDC processes.

5.1 =7 Instance: Secure Contexts for a generic clasg

Since trace equivalence is less demanding than weak bfimiilwe immediately
obtain that the contexts which were secure in the previoososeare secure also in
this section.

Theorem 5.6. Let C be a class of contexts arlbe a class of processes.
If C[E]\H =g C[E\ H]\ H for all C[X] € C and for all E€ P, then GE] \ H ~7
CIE\H]\H forallC[X] € C and for all E€ .

Proof. Immediate consequence of the fact thaE ifkg F thenE ~1 F, forall E,F €
‘E. O

This means that the class of contexts of Theorem 4.6 anddbs@lare secure for
a generic clas® of processes also with the second instance of our definitiba.next
theorem shows that we can enlarge the class of secure cofdedny?.

Theorem 5.7. Let P be a class of processes and X be a variable. A context of thre for
YielGi+ YhjeH h;.Dj is secure forP with respect to X if Cis secure forP with respect
to X foralliel.
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Proof. LetE be a process i?. From the fact that all th€; are secure fof? we obtain
that for alli € I it holdsGi[E]\ H ~7 G[E \ H]\ H. We proceed by exploiting the fact
that~t is a congruence with respect to the non deterministic chapegator, and the
restriction operator commutes with the non determinigdtizice. Hence we obtain

Z(Ci[E]\H) ~T Z(Ci[E\H]\HL

€ €

and so(yiei G[E]) \H ~7 (Jie G[E \ H]) \ H.
Ittrivially holds that(§ n, ep hj.Dj[E]) \H &1 01 (3h,er hj-Dj[E\H]) \H. Hence

(Zie1 GE]+ 3hyen hj-DI[ED\H ~1 (Jiet GIE\H]+ 3h,en hj-Dj[E\H])\H, i.e. our
thesis. O

Notice that, also in this case it does not hold th& #ndD are secure fof, then
C|D is secure forP. The contexts and the process presented in Example 4.7ssitne
this fact.

5.2 =7 Instance: Secure Contexts foNDC processes

Here we rediscover the analogues of the results proved is€stibn 4.2 folP_BNDC
processes, in the case NDC processes. In particular, the following lemma corre-
sponds to Lemma 4.17.

Lemma 5.8. Let E;F,G,K € NDC. If E\H ~t F\H and G\ H =t K\ H, then
(E|G)\H ~r (F|K)\H.

Proof. The following points are proved by Focardi and Gorrieri:
(1) if E,G € NDC, thenE|G € NDC;
(2) (E|G)/H ~1 E/H|G/H;
(3) if E' =1 F' andG' ~1 K', thenE'|G’ ~1 F'|K".

Hence we obtain

E|G)\H

( T by (1) and Lemma 5.4
(EIG)/H ~T by (2)

(E/HIG/H) =T by Lemma 5.4 and (3)
(F/HIK/H) =1 by (2)

(FIK)/H ~T by (1) and Lemma 5.4
(FIK)\H.

O

This allows us to obtain the following result which stateattbontexts obtained
using the parallel operator are secureN»C processes when the two contexts which
are put in parallel are secure and nidipC processes intdlDC processes. We recall
that, by Definition 4.19, a contegX] is said to beNDC-secure with respect 8 if it
is aNDC-context with respect t& and it is secure foDC with respect toX.
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Theorem 5.9. Let C and D be two contexts which are NDC-secure with resjpeXt t
The context O is NDC-secure with respect to X.

Proof. The fact thatC|D is aNDC-context follows from the fact that if two processes
areNDC, then their parallel composition EDC.

We prove thaC|D is secure foNDC. If E € NDC, then by hypothesis we have
C[E]\H ~7 C[E\H]\H andDIE] \ H ~7 D[E\ H]\ H. Moreover, since&E \ H is
alwaysNDC we have thaC[E],C[E \ H],D[E],D[E \ H] areNDC. We get the thesis
by applying Lemma 5.8 to these four processes. O

Theorem 5.9 does not provide a decidability result. In tHiefong definition we
characterize a decidable classNIDC-contexts, which is the analogue of the clags
of Definition 4.23.

Definition 5.10 (The Class(h). Let ¢, be the class of contexts which contains all the
NDC processes, the variab¥e Y \ H andY /H for every variabléy, and is closed with
respect to the following constructorsY with £ € L, Y|Z, Y\ Vv, Y[f],Y+Z, hY +1Y
with h e H.

Theorem 5.11.1f C[X] € G, then GX] is NDC-secure with respect to X.

Proof. First we prove that all the contexts {fy areNDC-contexts. This is immediate
by induction on the structure of the context. In particulae, use the fact that trace
equivalence is a congruence with respect to non deterncimisbice, the fact that if
E,F € NDCthenE|F,E\ H € NDC.

Now we prove that all the contexts i} are secure foNDC. This is immediate by
induction on the structure of the context. The basic stepsratial. As weak bisimu-
lation implies trace equivalence, all the inductive stegko® by Theorem 4.6 except
cases of parallel and nondeterministic choice. The pasiie follows by Lemma 5.8.
Finally, letC[X] and D[X] be secure foNDC, i.e. Tr(C[E]\ H) = Tr(C[E\H]\ H)
andTr(D[E]\H) = Tr(D[E\ H]\ H) for all E € NDC, then for allE € NDC:

Tr((C[E] +D[E))\H) =Tr((C[E]\H)+ (D[E]\H))

(
=Tr(C[E]\H)UTr(D[E]\H)
=Tr(C[E\H]\H)UTr(D[E\H]\H)
= Tr(C[E\ H] + D[E\ H])

so we conclude thaZ[X] + D[X] is secure foNDC. O

6 Related Works

Since the seminal work by Goguen and Meseguer [11], nori@éraarce has played a
central role in the formalization of the notion of confidetity. Nevertheless, many
authors notice that it is too demanding when dealing witlefical applications indeed
no real policy ever calls for total absence of informatiomflover any channel. In
many practical applications confidential data can flow fraghho low provided that
the flow is not direct and it is controlled by the system, iegrusted part of the system
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can control the downgrading of high level information. Gides for instance the case
in which the high level user edits a file and sends it throughiafe channel to an

encrypting protocol, the encrypting protocol encryptsfiteeand sends it using a public
channel. Even if the high level data are sent using a pubiaél the fact that the file
is encrypted ensures that the low level users cannot reaththe In fact, the low level

users can only observe that an encrypted file is passing gouthilec channel. In this

case the encrypting protocol represents the trusted pdineagystem which controls
the flow from high to low.

The problem of detecting only uncontrolled information flohas first been con-
sidered by Goguen and Meseguer in [12]. They introduce thi@mof conditional
noninterferencevhich admits flow from high to low level through a controlleldamn-
nel. Rushby in [29] develops a theory of downgrading in thiedsinistic case based
on the notion ofintransitive noninterferencePinsky in [26] unifies the concepts of
standard and intransitive noninterference and descrilesigion procedure for non-
interference. In [27] a formalization of intransitive natérference in the context of
deterministic CSP is presented. In [33] the relationshigisvben various definitions
of noninterference and notions of process equivalencerayzed and some general-
izations to handl@artial and conditional information flows are outlined. The authors
provide a general definition of noninterference and distwss such a generalization
could be appropriate to deal with realistic practical dituzs, e.g., with policies that al-
low for automatic downgrading of certain statistical infa@tion from a database. Our
definition follows the spirit of [31, 33] and generalizes foemalization presented in
those papers by allowing the use of more structured condéextsiot considering only
trace-based equivalences.

Another approach to the problem of achieving noninterfeeen real systems is
presented in [7] where a probabilistic framework is usedit@ @ quantitative esti-
mate of the information flowing through the systems. The atgthise a parameterized
behavioral equivalence to consider as effectively nonfating two distinguishable
behaviors provided that their difference is below a thrédlsgo We can handle this
idea just instantiating our notion of secure context withitiparameterized behavioral
equivalence. The presence of contexts in our definitiomallithe treatment of cases
in which the similarity between two processes strongly delgsen the environmentin
which they evolve.

In [17, 18], Martinelli observes that security propertiemde naturally described
as properties of open systems, i.e., systems which may hespeeaified components.
These may be used to represent a hostile intruder whoseibebawnot be predicted
or a malicious system component. The verification mechapigposed by Martinelli
consists of checking that, for any instance of the unknownpanent, the resulting
system satisfies a property expressed as a formula of a leuterhporal logic. In
order to make decidable the verification problem, he doesmasider constructs for
modelling recursion. He also studies a method for findinig gkists, a suitable system
to be inserted into an unspecified component so that the velgstem respects a given
specification. In [17], it is also proposed a generalizatbirocardi and Gorrieri’s
Non Deducibility on CompositiofiNDC andBNDC) by parameterizing the equivalence
relation over processes. In our work we endorse this ideaiélizingNDC and we
extend it by parameterizing also the power of an externaties (by introducing the
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concept of low level view) and the power of a generic attadkgrintroducing the
context).

Secure contexts are also studied by Sabelfeld and Mant8Kinvwhere they pro-
pose a timing-sensitive security definition for programa gimple multi-threaded lan-
guage. Sabelfeld and Mantel give a syntactic charactésizaf a class of contexts in
their language which preserve security, i.e., they arerseghenever one substitutes
holes with secure programs. This, in a sense, corresponaolsrtgeneral definition
of P-secure contexts. In particular, their definition of seccwatexts is based on a
“hook-up” (compositionality) property [19] of their notioof security. That is contexts
just reflect the compositionality property of their securibtion. Actually the compo-
sitionality of security properties is a fundamental issuée incremental definition of
secure systems (see [22, 39, 36]). As we point out in the pussections there is a
strong relation between the compositionality propertiea class® of processes and
the compositionality properties @f-secure contexts (see Theorem 4.20).

In [24] admissible interferenc@l) is introduced as a trace based generalization of
SNNI[8] to deal with downgrading. In [15] a bisimulation basedsren of Al, named
BNA\, is presented and applied to the analysis of cryptograpbiopols. Like in our
approach, their basic model is a variant of CCS. This fatésg the comparison with
our work as shown below.

6.1 Persistent Secure Contexts and Downgrading

In order to model the notion of downgrading in our languagenesed to introduce the
set of actions performed by the trusted downgrader, i.egssame thaf is partitioned
into the setd (downgrading actions}{, andL. In the following we denote b * the
setH UD. Itis reasonable to assume that an attacker cannot sinthéatausted part of
the system, i.e., it cannot perform the actionBirFor instance, in the case of protocol
analysis the attacker cannot distribute the encryptiors k&joreover, we can assume
that the low level users cannot observe the actions perfbbymé¢he trusted part. These
considerations can be translated in our framework as fatlow

e the class” of contexts in which we are interested has to be a subset sttty
of all contexts built using only actions H;

e the operation, has to remove all the behaviors relative to actionid in

In particular, if we consider our first instance, i.e., usivepk bisimulation and restric-
tion, and we focus on the class of contegisipc = {X|M|MN € Ex} (i.e, the contexts
used to defin@NDC) we get that a process has to satisfy

(E|M)\H" ~p (E\H" |M)\H"

forall M e Ey.

ExaMPLE 6.1. Let us consider the case in which an encrypting protoamives a
confidential file on a private channel, encrypts it and senesdsulting file on a public
channel. Letfile,, be the high level input representing the reception of theofilehe
private channekng be the downgrading action representing the encryptiongbss
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be a confidential acknowledge to the high level user, fitgl be the low level output
of the encrypted data. The encrypting protocol can be famedlas

Enc= filep.eng.oky.file,.0

Since it is reasonable to assume that an attacker canndeséntiie trusted part of the
system, i.e., it cannot perform the actionsDnif we consider any possible attacker
M € Ey we get that

(EndMN)\H" =g 0~pg (E\HT|M)\H"

which means thdEncis secure.
Unfortunately imposing the satisfies

(EIM\H" ~g (E\HT|M)\H*

is not enough to guarantee no information flow. In fact, a#l (bncontrolled) flows
which occur after the first downgrading are not revealeds phnoblem was observed
also in [24]. As done in [24, 15] we can check the flows occugréiter the first
downgrading by imposingersistency

Definition 6.2 (Persistent-secure Contexts for a ProcessA class of contextg” is
persistent-securtor a proces£ iff for all E’ reachable fronfe, C is secure foE’.

Applying this definition to weak bisimulation and restrarti with respect td4 ™,
and considering the class of contegtspc we get that a proceds has to be such that
for all E’ reachable front it holds

(E'IM\H" ~p (E'\HT[M)\HT

EXAMPLE 6.3. Let us consider again the encrypting protdeotabove, it reaches the
proces€’ = ok,. file;.0 which does not satisfy

(E'M)\H" ~p (E"\HT[M) \H*

In fact if M = ok,.0 then(E'|M) \ H* ~g file,.0, while (E'\ H*|M)\ H* ~p 0. This
means that the low level user which observes the encryptegdising on the public
channel can infer that the high level user has received theoadedge. We can avoid
this kind of flow by adding a timeout to the protocol

Enc= filen.eng.(ok,. file;.0+ 1.file,.0).

Now the process is secure.

The BNAI property introduced in [15] corresponds to consigergual to\H™, ~
equal toag, and the class of context&nal of the form (X \ D)/H. A processE is
BNAIif and only if Ggnay is persistent-secure f&. We can prove that this is equivalent
to consider the class of contexfsnpc.
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7 Conclusions

We presented a generalization of the notions of nonintenfes which is more flexible
than the ones introduced by Focardi and Gorrieri [8]. Thabiifity is a consequence
of the fact that our notion is parametric with respect to alaf contexts and thus not
limited to contexts of the fornX|M, with N € Zy.

On the one hand our notion can be used to restrict the set silpp@attackers: e.g.,
when it is not reasonable to assume that an attacker hasititye talperform any high
level action. This occurs in many practical applications. t®e other hand our notion
allows us to enlarge the set of possible attackers, sincextscan also perform low
level actions and SPA operators can be freely combined indh&ext construction.

As noted by other authors (see, e.g., [8, 33, 17]) the notfonominterference
strongly depends on the notion of process equivalence hauirtoblem of characteriz-
ing the behavioral equality between two processes is ngakin a non-deterministic
system. In fact, there is no notion of system equivalencelwvéverybody agrees upon,
the choice of the appropriate notion of equivalence dependse environment and ap-
plication which are considered. The equivalence can beethamong, for example,
trace or failure equivalence, various forms of bisimula@md testing equivalence. Our
notion is parametric with respect to the relational eq@imak among processes, hence
it can be specified in order to fit the right idea of process Biyua various contexts
of study.

In modelling real systems we cannot ignore the abilitieheflow level observer.
This is captured in our approach by parameterizing alsoaWwddvel view in order to
fit the situation in the real systems.
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Prefix

Sum

Parallel

Restriction

Relabelling

Recursion

a

aE—-E

E1 S E] E23E

Ei+E23E, Ei+E23E)

EL3E E2 3 E) E1 5 E, B2 5 E)
EilE2 3 EJ[E;  EilE2 3 EiE) E1|E2 5 E}|E)
E3FE ,
— ifagv
E\vS E'\v
E3FE
] 9 Ef
a

T[recZT[Z]] S FE'
reczT[Z] S E'

Table 1: The operational rules for SPA
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C[DB] <% c[DB,;

j\_ Low Level Viewer

Figure 1: The Database example.
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